REFLECTED BSDE’S WITH DISCONTINUOUS BARRIER AND TIME DELAYED GENERATORS
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Abstract. In this paper, we prove the existence and uniqueness result of the reflected BSDE with time delayed generator and right continuous and left limited barrier. A comparison theorem is also proved.
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1. Introduction

Backward stochastic differential equations were firstly introduced by Bismut [2] in 1973 as equation for the adjoint process in the stochastic version of Pontryagin maximum principle. Pardoux and Peng [16] generalized the notion in 1990 and were the first ones to consider general BSDE’s and to solve the question of existence and uniqueness in the non-linear case.

Since then, the theory of BSDE’s has found further important applications and has become a powerful tool in many fields such as finance (see e.g. [3,11]), stochastic control, differential games (see e.g. [13,14]), partial differential equations (see e.g. [1,15,17]), obstacle problems, variational inequalities, and so on.

In [10], El-Karoui et al. introduced the notion of a reflected BSDE. Actually, it is a standard BSDE with an additional continuous increasing process in the equation to keep the solution above a given continuous process which represents an obstacle. Later, Cvitanic and Karatzas generalized in [3] the setting of [10] where they introduced BSDEs with two reflecting barriers. Hamadène [12] studied the case of a right-continuous with left limits barrier (càdlàg for short).

More recently, a new class of BSDE, called backward stochastic differential equation with time delay generators (delayed BSDEs for short), were investigated for the first time in [7], and in more depth in [8]. The dynamics of these BSDEs is given by

$$Y(t) = \xi + \int_t^T g(s, Y_s, Z_s) \, ds - \int_t^T Z(s) \, dB(s), \quad t \in [0, T],$$

where the generator $g$ at time $s$ depends in some measurable way on the past values of a solution $(Y_s, Z_s) = (Y(s + u), Z(s + u))_{-T \leq u \leq 0}$. In [7,8] existence and uniqueness questions are treated, and examples are given in
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which multiple solutions or no solution at all exists. Further, some properties are studied, including comparison principle, measure solution and BMO martingales property for the control component $Z$.

These equations are a new research area concerning both theory and applications. Only so far in Delong [6], specific forms of time delayed BSDEs are derived and their explicit connections with pricing, hedging, management and insurance risks are given.

Dos Reis et al. [9] refine and extend the existence and uniqueness results obtained in Delong and Imkeller ([7, 8]). The authors provide sharper a priori estimates and show that the solution of a delayed BSDE is in $L^p$. Using these results, they give sufficient conditions for the variational differentiability of delayed forward BSDE. Then, they connect these derivatives to the Malliavin derivatives of such FBSDE via the usual representation formulas.

In a recent paper, Delong [5] shows that linear time-delayed BSDE associated with a bounded terminal value $\xi$ and a generator $g$ of a moving average type, i.e., $g$ depending on $(\frac{1}{t} \int_0^t Y(s) \, ds, \frac{1}{t} \int_0^t Z(s) \, ds)$, has an explicit solution. In the same paper, more insight into properties of solutions to time-delayed BSDEs is also given.

The main objective of the present paper is to deal with reflected delayed BSDEs when the reflecting process is a generator reflecting barrier. They show the existence and uniqueness of the solution when the coefficient $g$ is Lipschitz. The authors provide sharper a priori estimates and show that the solution of a delayed BSDE is in $L^p$. Using these results, they give sufficient conditions for the variational differentiability of delayed forward BSDE. Then, they connect these derivatives to the Malliavin derivatives of such FBSDE via the usual representation formulas.

In a recent paper, Delong [5] shows that linear time-delayed BSDE associated with a bounded terminal value $\xi$ and a generator $g$ of a moving average type, i.e., $g$ depending on $(\frac{1}{t} \int_0^t Y(s) \, ds, \frac{1}{t} \int_0^t Z(s) \, ds)$, has an explicit solution. In the same paper, more insight into properties of solutions to time-delayed BSDEs is also given.

The purpose of this section is to introduce some basic notations, which are needed throughout this paper.

The paper is organized as follows: in Section 2, we introduce some preliminaries and notations. In Section 3 our main result is stated and proved. A comparison theorem of delayed RBSDEs with continuous barrier is given in the last section.

## 2. SETTING OF THE PROBLEM

The purpose of this section is to introduce some basic notations, which are needed throughout this paper.

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a complete probability space, and $B = (B_t)_{t \leq T}$ be a standard $m$-dimensional Brownian motion defined on the finite interval $[0, T]$, $0 < T < +\infty$. Denote by $(\mathcal{F}_t^0 := \sigma\{B_s, s \leq t\})_{t \leq T}$ the natural filtration of $B$ and $(\mathcal{F}_t)_{t \leq T}$ its completion with the $\mathbb{P}$-null sets of $\mathcal{F}$; therefore $(\mathcal{F}_t)_{t \leq T}$ satisfies the usual conditions, i.e. it is right continuous and complete. We define the following spaces:

- $\mathcal{P}$ the set of $\mathbb{R}$ valued process on $[0, T] \times \Omega$,
- $\mathcal{L}^2(\mathbb{R}) = \{ \eta : \mathcal{F}_T \text{-measurable random } \mathbb{R} \text{-valued variable s.t. } \mathbb{E}[|\eta|^2] < \infty \}$,
- $\mathcal{H}^2(\mathbb{R}) = \{ v \in \mathcal{P}, \mathcal{F}_* \text{-predictable s.t. } \mathbb{E}[\int_0^T |v(s)|^2 \, ds] < \infty \}$,
- $\mathcal{S}^2(\mathbb{R}) = \{ Y \in \mathcal{P}, \mathcal{F}_* \text{-adapted, càdlàg and } \mathcal{F}_T \otimes B([0, T]) \text{ measurable s.t. } \mathbb{E}[\sup_{0 \leq t \leq T} |Y(t)|^2] < \infty \}$,
- $\mathcal{S}^2_t = \{ (k_t)_{0 \leq t \leq T} : \mathcal{F}_* \text{-adapted càdlàg increasing process, s.t. } k(0) = 0 \text{ and } \mathbb{E}(K(T)^2) < \infty \}$,
- $L^2_{-T}(\mathbb{R}) = \{ z : [-T, 0] \to \mathbb{R} : \text{Borelian functions s.t. } \int_{-T}^0 |z(t)|^2 \, dt < \infty \text{ a.s.} \}$,
- $L^\infty_{-T}(\mathbb{R}) = \{ y : [-T, 0] \to \mathbb{R} : \text{bounded, Borelian functions s.t. } \sup_{t \in [-T, 0]} |y(t)|^2 < \infty \text{ a.s.} \}$.

Let $B([-T, 0])$ the Borel sets of $[-T, 0]$ and $\lambda$ the Lebesgue measure on $([-T, 0], B([-T, 0]))$. For some $\gamma > 0$, $\mathcal{S}^2(\mathbb{R})$ and $\mathcal{H}^2(\mathbb{R})$ are endowed with the norms

$$\|Y\|_{\mathcal{S}^2}^2 = \mathbb{E} \left[ \sup_{t \in [0,T]} e^{\gamma t} |Y(t)|^2 \right],$$

and

$$\|Z\|_{\mathcal{H}^2}^2 = \mathbb{E} \left[ \int_0^T e^{\gamma t} |Z(t)|^2 \, dt \right].$$

Now let $\xi$ be an $\mathcal{F}_T$-measurable $\mathbb{R}$-valued random variable and let us consider a function $g : [0, T] \times \Omega \times L^\infty_{-T}(\mathbb{R}) \times L^2_{-T}(\mathbb{R}) \to \mathbb{R}$ such that $t \to g(t, Y_t, Z_t)$ is an $\mathcal{F}_* \text{-adapted process. Finally let } S := \{ S_t \}_{t \in [0, T]} \text{ be a càdlàg progressively measurable } \mathbb{R}-\text{valued process.}$
By a solution to reflected BSDE with time delayed generator we mean a triple \((Y, Z, K) := (Y_t, Z_t, K_t)_{t \leq T}\) of processes with values in \(\mathbb{R} \times \mathbb{R} \times \mathbb{R}_+\) and which satisfies:

\[
\begin{align*}
\{ & (Y_t)_{0 \leq t \leq T} \in S^2(\mathbb{R}), (Z_t)_{0 \leq t \leq T} \in \mathcal{H}^2(\mathbb{R}) \text{ and } (K_t)_{0 \leq t \leq T} \in S^2, \\
& Y(t) = \xi + \int_0^t g(s, Y_s, Z_s) \, ds + K(T) - K(t) - \int_t^T Z(s) \, dB(s), \quad 0 \leq t \leq T, \\
& Y(t) \geq S(t), \quad 0 \leq t \leq T, \\
& (Y(t) - S(t)) \, dK^c(t) = 0, \quad \text{and } \Delta_t Y := Y(t) - Y(t^-) = (S(t^-) - Y(t))^+, \end{align*}
\]

where \(K = K^c + K^d\), is the decomposition of \(K\), with \(K^c\) continuous and \(K^d\) purely discontinuous. Here the generator \(g\) at time \(s \in [0, T]\) depends on the past values of the solution, denoted by \(Y_s := (Y(s + u))_{-T \leq u \leq 0}\) and \(Z_s := (Z(s + u))_{-T \leq u \leq 0}\). We always set \(Z(t) = 0\) and \(Y(t) = Y(0)\) for \(t < 0\).

It is worth noting that if the driver function \(g\) does not depend on \((y, z)\), i.e., \(\mathbb{P}\text{-a.s.}, g(t, w, y, z) = g(t, w)\), this RBSDE exactly fits in the framework considered in Hamadène [12].

**Remark 2.1.** It follows from (2.1) that

\[\Delta_t K^d = -\Delta_t Y = (S(t^-) - Y(t))^+\]

Therefore when \(Y\) has a predictable jump we obligatorily have \(S(t^-) = Y(t^-)\).

## 3. Existence and Uniqueness Result

In this section, we consider a delayed RBSDE \((\xi, g, S)\) when generators, terminal condition and barrier process satisfy those assumptions:

(A1) The terminal value \(\xi \in L^2(\mathbb{R})\);

(A2) (i) The process \(\{g(t, 0, 0), 0 \leq t \leq T\}\) satisfies \(\mathbb{E}(\int_0^T |g(t, 0, 0)|^2 \, dt) < \infty\),

(ii) \(g(t, \omega, \ldots) = 0\) for \(t < 0\) and \(\omega \in \Omega\).

(iii) \(g\) is Lipschitz continuous in the sense that there exists a probability measure \(\alpha\) on \(([−T, 0], \mathcal{B}(−T, 0))\) and a constant \(C > 0\) such that

\[|g(t, y_t, z_t) - g(t, y_t', z_t')|^2 \leq C \left( \int_{-T}^0 |y(t + u) - y'(t + u)|^2 \alpha(du) + \int_{-T}^0 |z(t + u) - z'(t + u)|^2 \alpha(du) \right),\]

holds for \(\mathbb{P} \times \lambda\)-almost all \((\omega, t) \in \Omega \times [0, T]\) and for every \((y_t, z_t), (y_t', z_t') \in L^\infty_T(\mathbb{R}) \times L^2_T(\mathbb{R})\).

(A3) The obstacle process \(S = (S(t), 0 \leq t \leq T)\) is an \(\mathcal{F}_t\)-adapted càdlàg, real valued process, satisfying

\[\mathbb{E} \left[ \sup_{0 \leq t \leq T} (S_t^+)^2 \right] < \infty, \quad S_t^+ = \max\{S_t, 0\}.\]

We now give a lemma concerning the generator.

**Lemma 3.1.** Suppose \((Y, Z, K)\) and \((Y', Z', K')\) are two solutions of the RBSDE \((g, \xi, S)\). Then

\[\int_t^T e^{\gamma s}|g(s, Y_s, Z_s) - g(s, Y'_s, Z'_s)|^2 \, ds \leq C \tilde{\alpha}(\gamma) \left( T \sup_{0 \leq s \leq T} e^{\gamma s}|Y(s) - Y'(s)|^2 + \int_0^T e^{\gamma s}|Z(s) - Z'(s)|^2 \, ds \right),\]

where \(\tilde{\alpha}\) is

\[\tilde{\alpha}(\gamma) := \int_{-T}^0 e^{-\gamma u} \alpha(du).\]

In particular with \(\gamma = 0\)

\[\int_t^T |g(s, Y_s, Z_s) - g(s, Y'_s, Z'_s)|^2 \, ds \leq C \left( T \sup_{0 \leq s \leq T} |Y(s) - Y'(s)|^2 + \int_0^T |Z(s) - Z'(s)|^2 \, ds \right).\]
Proof. Let $t \in [0,T]$. Since $g$ is Lipschitz continuous in the sense of (A2),
\[
\int_t^T e^{\gamma s} |g(s,Y_s,Z_s) - g(s,Y'_s,Z'_s)|^2 \, ds \leq C \left( \int_t^T e^{\gamma s} \int_{-T}^0 |Y(s+u) - Y'(s+u)|^2 \, d\mu(du) \, ds \right. \\
+ \left. \int_t^T e^{\gamma s} \int_{-T}^0 |Z(s+u) - Z'(s+u)|^2 \, d\mu(du) \, ds \right).
\]

Applying Fubini’s theorem and using the assumption that $Y(s) = Y(0)$ and $Z(s)$ vanishes for $s < 0$, we obtain
\[
\int_t^T e^{\gamma s} |g(s,Y_s,Z_s) - g(s,Y'_s,Z'_s)|^2 \, ds \leq C \left( \int_0^T e^{-\gamma u} \int_t^T e^{\gamma(s+u)} |Y(s+u) - Y'(s+u)|^2 \, ds \, d\mu(du) \right) \\
+ \int_0^T e^{-\gamma u} \int_0^T e^{\gamma(s+u)} |Z(s+u) - Z'(s+u)|^2 \, ds \, d\mu(du) \right).
\]

Lemma 3.2 (cf. [12], inside the proof of Thm. 3.1). We keep the notations of Lemma 3.1 and we assume moreover that $\mathcal{F}$-a.s.

\[
\int_0^T (Y(s) - S(s)) \, dK^e(s) = \int_0^T (Y'(s) - S(s)) \, dK^{te}(s) = 0. \text{ Then} \\
\int_{[t,T]} e^{\gamma s} (Y(s) - Y'(s)) \, (dK(s) - dK'(s)) \leq 0.
\]

Our main result in this paper is:

Theorem 3.3. Let the assumptions (A1)–(A3) hold and let us assume that, the constants $T$, $C$, $C_1$ (where $C_1$ is a Burkholder–Davis–Gundy constant for martingale inequality) and the measure $\alpha$ are such that there exists $\gamma > 0$ satisfying
\[
(4C_1^2 + 3)C\tilde{g}(\gamma) \max\{1,T\} < \gamma. \tag{3.4}
\]

Then, there exists a unique solution $(Y,Z,K)$ in $S^2(\mathbb{R}) \times \mathcal{H}^2(\mathbb{R}) \times S^2_1$ of the delay reflected BSDE (2.1).

Proof. As in the non reflected case, the solution is obtained using the fixed point theorem. Let $\phi$ be the map from $D_\gamma$ into itself, where $D_\gamma$ is defined as the space of the progressively measurable processes $(Y_t,Z_t)_{0 \leq t \leq T}$, valued in $\mathbb{R} \times \mathbb{R}$ normed by

\[
\| (Y,Z) \|^2_\gamma = \mathbb{E} \left[ \sup_{t \in [0,T]} e^{\gamma t} |Y(t)|^2 \right] + \mathbb{E} \left[ \int_0^T e^{\gamma t} |Z(t)|^2 \, dt \right], \quad \gamma > 0. \tag{3.5}
\]
Given \((U, V) \in \mathcal{D}_\gamma, \Phi(U, V) = (Y, Z)\) where \((Y, Z, K)\) is the solution of the reflected BSDE associated with \((g(t, U_t, V_t), \xi, S)\). Let \((\tilde{U}, \tilde{V})\) be another triple of \(\mathcal{D}_\gamma\) and \(\Phi(\tilde{U}, \tilde{V}) = (\tilde{Y}, \tilde{Z})\). Applying Itô’s formula to \(e^{\gamma t}(Y_t - \tilde{Y}_t)^2\) yields to:

\[
e^{\gamma t}(Y(t) - \tilde{Y}(t))^2 + \int_t^T e^{\gamma s}(Y(s) - \tilde{Y}(s))^2 \, ds + \int_t^T e^{\gamma s}|Z(s) - \tilde{Z}(s)|^2 \, ds + \sum_{t \leq s \leq T} e^{\gamma s}(\Delta Y_s - \Delta \tilde{Y}_s)^2
\]

\[
= (M_T - M_t) + 2 \int_t^T e^{\gamma s}(Y(s) - \tilde{Y}(s))(g(s, U_s, V_s) - g(s, \tilde{U}_s, \tilde{V}_s)) \, ds
\]

where \(M_t = -2 \int_0^t e^{\gamma s}(Y(s) - \tilde{Y}(s))(Z(s) - \tilde{Z}(s)) \, dB(s)\) is a uniformly integrable martingale. Using the elementary inequality \(2ab \leq \epsilon a^2 + \frac{1}{\epsilon}b^2\), we get

\[
e^{\gamma t}(Y(t) - \tilde{Y}(t))^2 + \int_t^T e^{\gamma s}(Y(s) - \tilde{Y}(s))^2 \, ds + \int_t^T e^{\gamma s}|Z(s) - \tilde{Z}(s)|^2 \, ds + \sum_{t \leq s \leq T} e^{\gamma s}(\Delta Y_s - \Delta \tilde{Y}_s)^2
\]

\[
\leq (M_T - M_t) + \int_t^T e^{\gamma s} \left\{ \epsilon|Y(s) - \tilde{Y}(s)|^2 + \frac{1}{\epsilon}|g(s, U_s, V_s) - g(s, \tilde{U}_s, \tilde{V}_s)|^2 \right\} \, ds
\]

\[
+ 2 \int_t^T e^{\gamma s}(Y(s) - \tilde{Y}(s)) (dK(s) - d\tilde{K}(s)).
\]

Since \(g\) satisfies (A2), Lemma 3.1 yields

\[
\int_t^T e^{\gamma s}|g(s, U_s, V_s) - g(s, \tilde{U}_s, \tilde{V}_s)|^2 \, ds \leq C\tilde{\alpha}(\gamma) \left( T \sup_{0 \leq s \leq T} e^{\gamma s}|U(s) - \tilde{U}(s)|^2 + \int_0^T e^{\gamma s}|V(s) - \tilde{V}(s)|^2 \, ds \right).
\]

Henceforth,

\[
e^{\gamma t}(Y(t) - \tilde{Y}(t))^2 + (\gamma - \epsilon) \int_t^T e^{\gamma s}(Y(s) - \tilde{Y}(s))^2 \, ds + \int_t^T e^{\gamma s}|Z(s) - \tilde{Z}(s)|^2 \, ds
\]

\[
\leq (M_T - M_t) + \frac{C\tilde{\alpha}(\gamma)}{\epsilon} \left( T \sup_{0 \leq s \leq T} e^{\gamma s}|U(s) - \tilde{U}(s)|^2 + \int_0^T e^{\gamma s}|V(s) - \tilde{V}(s)|^2 \, ds \right).
\]

So by the Lemma 3.2, it follows

\[
e^{\gamma t}(Y(t) - \tilde{Y}(t))^2 + \int_t^T e^{\gamma s}|Z(s) - \tilde{Z}(s)|^2 \, ds
\]

\[
\leq (M_T - M_t) + \frac{C\tilde{\alpha}(\gamma)}{\epsilon} \left( T \sup_{0 \leq s \leq T} e^{\gamma s}|U(s) - \tilde{U}(s)|^2 + \int_0^T e^{\gamma s}|V(s) - \tilde{V}(s)|^2 \, ds \right).
\]

By hypothesis we can choose \(\epsilon \in [(4C_2^2 + 3)C\tilde{\alpha}(\gamma) \max\{1, T\}, \gamma\] \), thus

\[
e^{\gamma t}(Y(t) - \tilde{Y}(t))^2 + \int_t^T e^{\gamma s}|Z(s) - \tilde{Z}(s)|^2 \, ds
\]

\[
\leq (M_T - M_t) + \frac{C\tilde{\alpha}(\gamma)}{\epsilon} \left( T \sup_{0 \leq s \leq T} e^{\gamma s}|U(s) - \tilde{U}(s)|^2 + \int_0^T e^{\gamma s}|V(s) - \tilde{V}(s)|^2 \, ds \right). \tag{3.6}
\]
Using Burkholder–Davis–Gundy’s inequality,

\[
E \left[ \sup_{t \in [0,T]} (M_T - M_t) \right] = E \left[ \sup_{t \in [0,T]} -2 \int_t^T e^{\gamma s} (Y(s) - \tilde{Y}(s)) (Z(s) - \tilde{Z}(s)) \, dB(s) \right] \\
\leq 2E \left[ \sup_{t \in [0,T]} \left| \int_t^T e^{\gamma s} (Y(s) - \tilde{Y}(s)) (Z(s) - \tilde{Z}(s)) \, dB(s) \right| \right] \\
\leq 2C_1 E \left[ \left( \int_0^T e^{2\gamma s} |Y(s) - \tilde{Y}(s)|^2 |Z(s) - \tilde{Z}(s)|^2 \, ds \right)^{1/2} \right] \\
\leq E \left[ \sup_{t \in [0,T]} e^{\gamma t/2} |Y(t) - \tilde{Y}(t)| \right] \left( C_1^2 \int_0^T e^{\gamma s} |Z(s) - \tilde{Z}(s)|^2 \, ds \right)^{1/2} \\
\leq \frac{1}{2} E \left[ \sup_{t \in [0,T]} e^{\gamma t} |Y(t) - \tilde{Y}(t)|^2 \right] + 2C_1^2 E \left[ \int_0^T e^{\gamma s} |Z(s) - \tilde{Z}(s)|^2 \, ds \right].
\]

Plugging this last inequality in (3.8), we obtain

\[
E \left[ \sup_{t \in [0,T]} e^{\gamma t} |Y(t) - \tilde{Y}(t)|^2 \right] \leq \frac{C\tilde{\alpha}(\gamma)}{\epsilon} \max\{1, T\} \left[ \sup_{s \in [0,T]} e^{\gamma s} |U(s) - \tilde{U}(s)| + \int_0^T e^{\gamma s} |V(s) - \tilde{V}(s)|^2 \, ds \right] \\
+ \frac{1}{2} E \left[ \sup_{t \in [0,T]} e^{\gamma t} |Y(t) - \tilde{Y}(t)|^2 \right] + 2C_1^2 E \left[ \int_0^T e^{\gamma s} |Z(s) - \tilde{Z}(s)|^2 \, ds \right].
\]

Hence,

\[
E \left[ \sup_{t \in [0,T]} e^{\gamma t} |Y(t) - \tilde{Y}(t)|^2 \right] + E \left[ \int_0^T e^{\gamma s} |Z(s) - \tilde{Z}(s)|^2 \, ds \right] \\
\leq \frac{2C\tilde{\alpha}(\gamma)}{\epsilon} \max\{1, T\} \left[ \sup_{s \in [0,T]} e^{\gamma s} |U(s) - \tilde{U}(s)| + \int_0^T e^{\gamma s} |V(s) - \tilde{V}(s)|^2 \, ds \right] \\
+ (4C_1^2 + 1) E \left[ \int_0^T e^{\gamma s} |Z(s) - \tilde{Z}(s)|^2 \, ds \right].
\]
and then by (3.7) we have
\[
\mathbb{E} \left[ \sup_{t \in [0,T]} e^{\gamma t} (Y(t) - \tilde{Y}(t))^2 \right] + \mathbb{E} \left[ \int_0^T e^{\gamma s} |Z(s) - \tilde{Z}(s)|^2 \, ds \right]
\]
\[
\leq (4C_1^2 + 3) \frac{C\hat{\alpha}(\gamma)}{\epsilon} \max\{1, T\} \mathbb{E} \left[ \sup_{s \in [0,T]} e^{\gamma s} |U(s) - \tilde{U}(s)|^2 + \int_0^T e^{\gamma s} |V(s) - \tilde{V}(s)|^2 \, ds \right].
\]

Since \( \epsilon \) is such that \((4C_1^2 + 3) \frac{C\hat{\alpha}(\gamma)}{\epsilon} \max\{1, T\} < 1\), the map \( \Phi \) is a contraction on \( D_\gamma \) with the norm (3.5). Henceforth there exists a pair \((Y, \tilde{Z}) \in D_\gamma\) such that \( \Phi(Y, Z) = (Y, \tilde{Z}) \) which, with \( K \), is the unique solution of the time delayed reflected BSDE associated with \((g, \xi, S)\).

\[\square\]

**Remark 3.4.** Condition (3.4) gives that the unique solution of (2.1) exists under (A1)-(A3) provided that
\[
\frac{\hat{\alpha}(\gamma)}{\gamma} < \frac{1}{(4C_1^2 + 3)C \max\{1, T\}}.
\]

This implies that existence and uniqueness hold only if the Lipschitz's constant \( C > 0 \) or the terminal time \( T > 0 \) are sufficiently small.

An example is as follows.

**Example 3.5.** Consider the case \([0, T] = [0, 1]\), \( C = \frac{1}{4(4C_1^2 + 3)} \), \( g(t, y, z_t) = \int_0^t |y(s)| \, ds \) and \( \alpha(ds) = ds \). It is clear that \( \hat{\alpha}(\gamma) = \frac{e^{\gamma} - 1}{\gamma} \). Obviously \( \frac{1}{4}(e^\gamma - 1) - \gamma^2 < 0 \) on the interval \([0.3, 4.33]\). So, for any \( \gamma \in [0.3, 4.33] \) we have \( \frac{\hat{\alpha}(\gamma)}{\gamma} < \frac{1}{(4C_1^2 + 3)C \max\{1, T\}} \).

But if \( T \) is great enough, there exist cases where the solution does not exist. For instance, let \( \xi \) such that \( \mathbb{E}[\xi] > 0 \) and the obstacle \( S(t) = a > 0 \). In such case,
\[
\mathbb{E}[\xi + K(T)] = Y(0) - \int_0^T \int_0^s \mathbb{E}(Y(u)) \, du \, ds.
\]

Thus, if \( T^2 > \frac{2\mathbb{E}[\xi]}{a} \) there is a contradiction and therefore the delayed RBSDE does not have any solution. \( \square \)

Actually condition (3.4) is strong. For illustration let us provide another example (inspired from the one of Delong and Imkeller [7]) where (3.4) is not satisfied and there is no solution.

**Example 3.6.** Let \( g(s, Y_s, Z_s) = CY(s - T) \), where \( C \) is the Lipschitz constant of the time delayed generators. Let \( \alpha(ds) = \delta_{-T}(ds) \) and suppose that \( \mathbb{E}(\xi) > 0 \). Assume that there exists a solution \( (Y(t), Z(t), K(t))_{0 \leq t \leq T} \) of the following delayed BSDE
\[
\begin{cases}
Y(t) = \xi + C \int_0^T Y(s - T) \, ds + K(T) - K(t) - \int_t^T Z(s) \, dB(s), \\
Y(t) \geq S(t), & 0 \leq t \leq T, \\
(Y(t) - S(t)) \, dK^c(t) = 0 & \text{and} \Delta_t Y := Y(t) - Y(t^-) = -(S(t^-) - Y(t))^+.
\end{cases}
\]

For any barrier \( S \), the solution satisfies
\[
Y(t) = \xi + C(T - t)Y(0) + K(T) - K(t) - \int_t^T Z(s) \, dB(s).
\]

Putting \( t = 0 \) and taking expectation yields
\[
\mathbb{E}[\xi + K(T)] = (1 - TC)Y(0).
\]
In the case when $TC = 1$, there is a contradiction since
\[ \mathbb{E}[\xi + K(T)] > 0. \]
Moreover, clearly there is no $\gamma$ such that (3.4) could be satisfied with such a choice of $T$. \hfill \Box

In general we do not have a comparison theorem for solutions of BSDEs with time delayed generators, whether they are reflected or not (see Delong–Imkeller [7]). However in some specific cases, when $Y$ and the control process has some features and especially when they stay away from 0 and $\infty$, we actually have a comparison result.

4. Comparison result of BSDE with continuous barrier

Let us recall the existence result for the solutions of the following reflected BSDEs with continuous barrier with time delayed generators
\[
Y(t) = \xi + \int_t^T g(s, Y_s, Z_s) \, ds + K(T) - K(t) - \int_t^T Z(s) \, dB(s), \quad 0 \leq t \leq T
\]
\[
Y(t) \geq S(t), \quad 0 \leq t \leq T \quad \text{and} \quad (Y(t) - S(t)) \, dK(t) = 0. \tag{4.1}
\]

Instead of (A3) we assume
(A3') the obstacle \{S(t), 0 \leq t \leq T\}, is a continuous progressively measurable real-valued process satisfying $\mathbb{E}[\sup_{0 \leq t \leq T} (S^+(t))^2] < \infty$.

**Theorem 4.1** (cf. Zhou and Ren [18]). Assume assumptions (A1), (A2) and (A3') hold. If there exists a positive constant $\gamma$ satisfying
\[ 2C\alpha(\gamma) < \gamma, \]
then the RBSDE with time delayed generator (4.1) has a unique solution $(Y(t), Z(t), K(t)), 0 \leq t \leq T$.

The following result allows us to locally compare the components $Y$'s on a stochastic interval $[0, \tau_{t,n}]$. Namely we have:

**Theorem 4.2.** Let us consider the solutions $(Y^1, Z^1, K^1)$ and $(Y^2, Z^2, K^2)$ of two delayed reflected BSDEs associated with parameters $(g^1, \xi^1, S^1)$ and $(g^2, \xi^2, S^2)$ satisfying assumptions (A1) and (A3'). For $n \in \mathbb{N}$ and $0 \leq t \leq T$ define the stopping times
\[
\tau_n := \inf \left\{ s \geq 0, |Y^1(s) - Y^2(s)| \wedge |Z^1(s) - Z^2(s)| \leq \frac{1}{n} \right\} \wedge T
\]
or
\[
|Y^1(s) - Y^2(s)| \vee |Z^1(s) - Z^2(s)| \geq n \right\} \wedge T,
\]
\[
\tau^i_n = \inf \left\{ s \geq t, Y^i(s) = S^i(s) \right\} \wedge \tau_n, \quad i = 1, 2 \quad \text{and} \quad \tau_{t,n} = \tau^1_n \wedge \tau^2_n.
\]
Assume (A2) holds for only the coefficient $g^2$ and that
\[
Y^1(\tau_{t,n}) \leq Y^2(\tau_{t,n}), \mathbb{P} \text{-} a.s,
\]
\[
g^1(t, Y^1, Z^1) \leq g^2(t, Y^1, Z^1), \mathbb{P} \times \lambda \text{-} a.s,
\]
\[
S^1(t) \leq S^2(t), \mathbb{P} \times \lambda \text{-} a.s.
\]
Then $Y^1(t) \leq Y^2(t)$, for $t \in [0, \tau_{t,n}], \text{ a.s.}$

**Remark 4.3.** The hypothesis "$Y^1(\tau_{t,n}) \leq Y^2(\tau_{t,n}), \mathbb{P} \text{-} a.s$" could be interpreted as following: if at the first reflection time of one or the other solution $Y^1, Y^1 \leq Y^2$, then it is true before this reflection time.
\textbf{Proof.} The key is to use the sequence of stopping times \((\tau_n)\) as in Delong–Imkeller [7]. Denote \((\delta Y(t), \delta Z(t)) = (Y^1(t) - Y^2(t), Z^1(t) - Z^2(t))\) and \(\delta g^1(t, Y^2_t, Z^2_t) = g^1(t, Y^2_t, Z^2_t) - g^2(t, Y^2_t, Z^2_t)\). Let us then define the following adapted processes

\[
\Delta_y g^1(t) = \frac{g^1(t, Y^1_t, Z^1_t) - g^1(t, Y^2_t, Z^2_t)}{\delta Y(t)} \quad \text{and} \quad \Delta_z g^1(t) = \frac{g^1(t, Y^2_t, Z^1_t) - g^1(t, Y^2_t, Z^2_t)}{\delta Z(t)}.
\]

By the definition of the reflected BSDE (4.1), \((\delta Y, \delta Z)\) satisfies

\[-d\delta Y(s) = (\Delta_y g^1(s)\delta Y(s) + \Delta_z g^1(s)\delta Z(s) + \delta g^1(s, Y^2_s, Z^2_s)) \, ds + d\delta K(s) - \delta Z(s) \, dW(s).\]

Let us set \(R(t, s) = \exp(\int_s^t \Delta_y g^1(r) \, dr)\), then applying Itô's formula to process \(s \mapsto R(t, s)\delta Y(s)\), we get

\[\delta Y(\tau_{t,n})R(t, \tau_{t,n}) - \delta Y(t)R(t, t) = \int_t^{\tau_{t,n}} R(t, s) \, d\delta Y(s) + \int_t^{\tau_{t,n}} \delta Y(s) \, d(R(t, s)).\]

Hence,

\[\delta Y(t) = \delta Y(\tau_{t,n})R(t, \tau_{t,n}) - \int_t^{\tau_{t,n}} R(t, s)d\delta Y(s) - \int_t^{\tau_{t,n}} d(R(t, s))d\delta Y(s)\]

\[= \delta Y(\tau_{t,n})R(t, \tau_{t,n}) + \int_t^{\tau_{t,n}} R(t, s) \left\{ (\Delta_y g^1(s)\delta Z(s) + \delta g^1(s, Y^2_s, Z^2_s)) \, ds + d\delta K(s) - \delta Z(s) \, dW(s) \right\}.\]

The condition \(\int_0^T (Y^1(t) - S^1(t))dK^1(t) = 0\) and the continuity of \(K^i(\cdot)\) imply that

\[K^1(\tau_1) - K^1(t) = 0, \quad K^2(\tau_2) - K^2(t) = 0.\]

Therefore,

\[\delta Y(t) = \delta Y(\tau_{t,n})R(t, \tau_{t,n}) + \int_t^{\tau_{t,n}} \delta g^1(s, Y^2_s, Z^2_s)R(t, s) \, ds - \int_t^{\tau_{t,n}} \delta Z(s)R(t, s) \, d\tilde{W}(s), \quad 0 \leq t \leq \tau_{t,n}, \quad (4.2)\]

where \(\tilde{W}(s) = W(s) - \int_0^s \Delta_y g^1(r)R(t, r)dr\) is a Brownian motion under the probability \(\tilde{P}\) defined as:

\[
\frac{d\tilde{P}}{dP}_{\mathcal{F}_{\tau_{t,n}}} = \exp \left( \int_0^{\tau_{t,n}} \Delta_y g^1(s)dW(s) - \frac{1}{2} \int_0^{\tau_{t,n}} (\Delta_y g^1(s))^2 \, ds \right).
\]

Let us observe that \(\delta Z \in \mathcal{H}^2(\mathbb{R})\), the density \(\frac{d\tilde{P}}{dP}_{\mathcal{F}_{\tau_{t,n}}}\) is square integrable under the measure \(P\), since \(t \to \Delta_y g^1(t)\) is a.s. uniformly bounded up to time \(\tau_{t,n} \leq \tau_n\). Thus, using Cauchy–Schwarz’s inequality, we obtain

\[E \left[ \left( \int_0^{\tau_{t,n}} R(s)^2|\delta Z(s)|^2 \, ds \right)^{1/2} \right] < +\infty.\]

Therefore taking the \(\mathcal{F}_t\) conditional expectation in (4.2) with respect to \(\tilde{P}\) yields to

\[
\delta Y(t) = \tilde{E} \left[ \delta Y(\tau_{t,n})R(t, \tau_{t,n}) + \int_t^{\tau_{t,n}} \delta g^1(s, Y^2_s, Z^2_s)R(t, s) \, ds \, | \mathcal{F}_t \right], \quad 0 \leq t \leq \tau_{t,n}.
\]

By hypothesis \(\delta Y(\tau_{t,n}) \leq 0\) and \(\delta g^1(s, Y^2_s, Z^2_s) \leq 0\), so \(\delta Y(t) \leq 0\).

\[\square\]

\textbf{Remark 4.4.} This result concerns a specific case, but using a quite similar proof, another example could be provided: in case of \(S^2\) discontinuous, but \((Y^1, Z^1)\) solution of a non reflected BSDE, under the hypothesis \(Y^1(\tau_n) \leq Y^2(\tau_n)\), we have \(Y^1(t) \leq Y^2(t)\), for \(t \in [0, \tau_n]\), a.s.
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