FILTERING THE WRIGHT-FISHER DIFFUSION
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Abstract. We consider a Wright-Fisher diffusion $(x(t))$ whose current state cannot be observed directly. Instead, at times $t_1 < t_2 < \ldots$, the observations $y(t_i)$ are such that, given the process $(x(t))$, the random variables $(y(t_i))$ are independent and the conditional distribution of $y(t_i)$ only depends on $x(t_i)$. When this conditional distribution has a specific form, we prove that the model $((x(t_i), y(t_i)), i \geq 1)$ is a computable filter in the sense that all distributions involved in filtering, prediction and smoothing are exactly computable. These distributions are expressed as finite mixtures of parametric distributions. Thus, the number of statistics to compute at each iteration is finite, but this number may vary along iterations.
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1. INTRODUCTION

Consider a large population composed of two types of individuals $A$ and $a$. Suppose that the proportion $x(t)$ of $A$-type at time $t$ evolves continuously according to the following stochastic differential equation

$$\begin{align*}
dx(t) &= [-\delta x(t) + \delta'(1-x(t))]\,dt + 2[x(t)(1-x(t))]^{1/2}\,dW_t, \quad x(0) = \eta,
\end{align*}$$

where $(W_t)$ is a standard one-dimensional Brownian motion and $\eta$ is a random variable with values in $(0, 1)$ independent of $(W_t)$. This process is known as the Wright-Fisher gene frequency diffusion model with mutation effects. It has values in the interval $(0, 1)$. It appears as the diffusion approximation of the discrete time and space Wright-Fisher Markov chain and is used to model the frequency of an allele $A$ in a population of genes composed of two distinct alleles $A$ and $a$ (see e.g. [6], pp. 176–179 and 221–222) or [11] Chap. 6). Suppose now that the current state $x(t)$ cannot be directly observed. Instead, at times $t_1, t_2, \ldots, t_n$ with $0 \leq t_1 < t_2 < \ldots < t_n$, we have observations $y(t_i)$ such that, given the whole process $(x(t))$, the random variables $y(t_i)$ are independent and the conditional distribution of $y(t_i)$ only depends on the corresponding state variable $x(t_i)$. More precisely,
we consider the following discrete conditional distributions. Either, a binomial distribution, \( i.e. \), for \( N \geq 1 \) an integer,

\[
P(y(t_i) = y|x(t_i) = x) = \binom{N}{y} x^y (1-x)^{N-y}, \quad y = 0, 1, \ldots, N, \tag{1.2}
\]
or, a negative binomial distribution, \( i.e. \), for \( m \geq 1 \) an integer,

\[
P(y(t_i) = y|x(t_i) = x) = \binom{m+y-1}{y} x^m (1-x)^y, \quad y = 0, 1, 2, \ldots \tag{1.3}
\]

Under these assumptions, the joint process \((x(t_n), y(t_n))\) is a hidden Markov model (see \( e.g. \) [1]).

In this context, a central problem that has been the subject of a huge number of contributions is the problem of filtering, prediction or smoothing, \( i.e. \) the study of the conditional distributions of \( x(t_j) \) given \( y(t_n), \ldots, y(t_1) \), with \( l = n \) (filtering), \( l = n + 1, n + 2, \ldots \) (prediction), \( l < n \) (smoothing). These distributions are generally called filters (respectively exact, prediction or marginal smoothing filters). Although they may be calculated recursively by explicit algorithms, iterations become rapidly intractable and exact formulae are difficult to obtain. To overcome this difficulty, one generally tries to find what is called a finite-dimensional filter. This means that one looks for a parametric family \( \mathcal{F} \) of distributions on the state space of \((x(t_n))\) (\( i.e. \) a family of distributions specified by a finite fixed number of real parameters) such that if \( \mathcal{L}(x_0) \in \mathcal{F} \), then, for all \( n, l \), \( \mathcal{L}(x(t_l)|y(t_n), \ldots, y(t_1)) \) belongs to \( \mathcal{F} \). This situation is illustrated by the linear Gaussian Kalman filter (see \( e.g. \) [1]). However, there are few models satisfying the same properties as the Kalman filter: it is rather restrictive to impose a parametric family with a fixed number of parameters (see [10]; see also [1]).

Recently, new models where explicit computations are possible and which are not finite-dimensional filters have been proposed (see [4,9,10]). Moreover, in the latter paper, we have introduced the theoretical notion of computable filters for the problem of filtering and prediction. Instead of considering a parametric class \( \mathcal{F} \), we consider an enlarged class built using mixtures of parametric distributions. Such a class is much larger than a classical parametric family. The conditional distributions are specified by a finite number of parameters, but this number may vary according to \( n, l \). Still, filters are computable explicitly. We give sufficient conditions on the transition operator of \((x(t_n))\) and on the conditional distribution of \( y(t_i) \) given \( x(t_i) \) to obtain such kind of filters. We prove that the model proposed in the first two papers above corresponds to a computable filter system. Moreover, we give new and different models fitting in our theoretical properties. These models have a common feature, namely the hidden Markov chain is a time discretization of a diffusion process (an Ornstein-Uhlenbeck process and a Cox-Ingersoll-Ross diffusion process). Indeed, the framework of computable filters is particularly well fitted to the transition operators of diffusion processes.

In the present paper, we show that the sufficient conditions for a computable filter are satisfied by the model (1.1),(1.2) and (1.3). Therefore, the conditional distributions of filtering and prediction are computable and we give the exact algorithm leading to these distributions. Moreover, we obtain the marginal smoothing distributions which are also given by an explicit and exact algorithm.

The paper is organized as follows. In Section 2, we briefly recall some properties of the Wright-Fisher diffusion. In Section 3, we recall the filtering-prediction algorithm and the sufficient conditions of [2] to obtain computable filters. Section 4 contains our main results. We introduce the class \( \mathcal{F}_f \) composed of finite mixtures of parametric distributions fitted to the model (see (4.4)). We prove that the sufficient conditions hold for this class and give the explicit formulae for the up-dating and the prediction operator (Prop. 4.1, Th. 4.2, Prop. 4.5). The result concerning the prediction operator is the most difficult part and requires several steps. Then, we turn back in more details to the filtering-prediction algorithm (Prop. 4.7). Moreover, we give the exact distribution of \((y(t_i), i = 1, \ldots, n)\) which is also explicit. Hence, if \( \delta, \delta' \) are unknown and are to be estimated from the data set \((y(t_i), i = 1, \ldots, n)\), the exact maximum likelihood estimators of these parameters can be computed. In Section 4.5, we study marginal smoothing. We recall some classical formulae for computing the marginal smoothing distributions. These formulae involve the filtering distributions, that we have obtained in the previous section, and complementary terms that can be computed thanks to Theorem 4.2. Section 5

...
contains comments on practical implementation and future work. Finally, in the Appendix, some technical proofs and auxiliary results are gathered.

2. Properties of the Wright-Fisher diffusion model

In order to exhibit the adequate class of distributions within which the filters evolve, we need to recall some elementary properties of model (1.1). The scale density is given by:

\[
s(x) = \exp\left(-\frac{1}{2}\int_{x}^{1} \frac{-\delta u + \delta'(1-u)}{u(1-u)} \, du\right) = x^{-\delta/2}(1-x)^{-\delta/2}, \quad x \in (0,1).
\]

It satisfies \( \int_{0}^{s} s(x) \, dx = \infty = \int_{1}^{\infty} s(x) \, dx \) if and only if \( \delta \geq 2 \) and \( \delta' \geq 2 \), conditions that we assume from now on. The speed density is equal to \( m(x) = x^{\delta'/2-1}(1-x)^{\delta/2-1}, \ x \in (0,1) \). Therefore, the unique stationary distribution of (1.1) is the Beta distribution with parameters \( \delta/2, \delta/2 \) which has density

\[
\pi(x) = \frac{x^{\frac{\nu-1}{2}}(1-x)^{\frac{\delta-1}{2}}}{B\left(\frac{\nu}{2}, \frac{\delta}{2}\right)} \mathbb{1}_{(0,1)}(x).
\]

For simplicity, we assume that the instants of observations are equally spaced with sampling interval \( \Delta \), i.e. \( t_n = n\Delta, \ n \geq 1 \). Hence, the process \( (X_n := x(t_n)) \) is a time-homogeneous Markov chain. We denote by \( p_{\Delta}(x,x') \) its transition density and by \( P_{\Delta} \) its transition operator. The transition density is not explicitly known. However, it has a precise spectral expansion (see e.g. [6], pp. 335–336: note that \( 2t - 1 \) is a Jacobi diffusion process). The results we obtain below are linked with this spectral expansion although we do not use it directly (see Appendix).

3. Sufficient conditions for computable filters

First, we focus on filtering and prediction and we consider case (1.2) with \( N = 1 \) for the conditional distributions of \( Y_i := y(t_i) \) given \( X_i = x(t_i) \), i.e., we consider a Bernoulli conditional distribution. The other cases can be easily deduced afterwards (see Appendix). Let us set

\[
P(Y_i = y | X_i = x) = f_{x}(y) = x^y(1-x)^{1-y}, \ y = 0,1, x \in (0,1).
\]

We consider, on the finite set \( \{0,1\} \), the dominating measure \( \mu(y) = 1, y = 0,1 \). Thus, \( f_{x}(y) \) is the density of \( \mathcal{L}(Y_i | X_i = x) \) with respect to \( \mu \).

3.1. Conditional distributions for filtering, prediction and statistical inference

Denote by

\[
\nu_{n|n:1} = \mathcal{L}(X_1 | Y_n, \ldots, Y_1),
\]

the conditional distribution of \( X_1 \) given \( (Y_n, Y_{n-1}, \ldots, Y_1) \). For \( l = n \), this distribution is called the optimal or exact filter and is used to estimate the unobserved variable \( X_n \) in an on-line way. For \( l = n+1 \), the distribution is called the prediction filter and is used to predict \( X_{n+1} \) from past values of the \( Y_i \)’s. For \( 1 \leq l < n \), it is a marginal smoothing distribution and is used to estimate past data or to improve estimates obtained by exact filters.

It is well known that the exact and prediction filters can be obtained recursively (see e.g. [1]). First, starting with \( \nu_{1|0:1} = \mathcal{L}(X_1) \), we have

\[
\nu_{n|n:1}(dx) \propto \nu_{n|n-1:1}(dx)f_{x}(Y_n).
\]

Hence,

\[
\nu_{n|n:1} = \varphi_{Y_n}(\nu_{n|n-1:1})
\]
is obtained by the operator \( \varphi_y \) with \( y = Y_n \) where, for \( \nu \) a probability on \((0,1)\), \( \varphi_y(\nu) \) is defined by:

\[
\varphi_y(\nu)(dx) = \frac{f_x(y)\nu(dx)}{p_\nu(y)}, \quad \text{with} \quad p_\nu(y) = \int_{(0,1)} \nu(d\xi)f_\xi(y).
\]  

(3.5)

This step is the up-dating step which allows to take into account a new observation. Then, we have the prediction step

\[
\nu_{n+1|n:1}(dx') = \int_{(0,1)} \nu_{n|n:1}(dx)p_\Delta(x,x')dx' = \nu_{n|n:1}P_\Delta(dx'),
\]

(3.6)

which consists in applying the transition operator: \( \nu \rightarrow \nu P_\Delta \). These properties are obtained using that the joint process \((X_t,Y_n)\) is Markov with transition \( p_\Delta(x_n,x_{n+1})f_{x_{n+1}}(y_{n+1})dx_{n+1}\mu(dy_{n+1}) \), and initial distribution \( \nu_{1|0:1}(dx_1)f_x(y_1)\mu(dy_1) \). Moreover, the conditional distribution of \( Y_n \) given \((Y_{n-1},\ldots,Y_1)\) has a density with respect to \( \mu \), given by

\[
p_{n|n-1:1}(y_n) = \int_{(0,1)} \nu_{n|n-1:1}(dx)f_x(y_n).
\]

(3.7)

Note that \((Y_n)\) is not Markov and that the above distribution effectively depends on all previous variables. For statistical inference based on \((Y_1,\ldots,Y_n)\), the exact likelihood is given by

\[
p_n(Y_1,\ldots,Y_n) = \prod_{i=1}^n p_{\nu_{i-1:1}}(Y_i).
\]

(3.8)

3.2. Sufficient conditions for computable filters

Now, we recall the sufficient conditions of [4]. First, consider a parametric class \( \mathcal{F} = \{ \nu_\theta, \theta \in \Theta \} \) of distributions on \((0,1)\), where \( \Theta \) is a parameter set included in \( \mathbb{R}^p \), such that:

- C1: for \( y = 0,1 \), for all \( \nu \in \mathcal{F} \), \( \varphi_y(\nu) \) belongs to \( \mathcal{F} \), i.e. \( \varphi_y(\nu) = \nu T_y(\theta) \), for some \( T_y(\theta) \in \Theta \).
- C2: for all \( \nu \in \mathcal{F} \), \( \nu P_\Delta = \sum_{\lambda \in \Lambda} \alpha_\lambda \nu_{\theta_\lambda} \) is a finite mixture of elements of the class \( \mathcal{F} \), i.e. \( \Lambda \) is a finite set, \( \alpha = (\alpha_\lambda, \lambda \in \Lambda) \) is a mixture parameter such that, for all \( \lambda \), \( \alpha_\lambda \geq 0 \) and \( \sum_{\lambda \in \Lambda} \alpha_\lambda = 1 \), and \( \theta_\lambda \in \Theta \), for all \( \lambda \in \Lambda \).

Proposition 3.1. Consider now the extended class \( \mathcal{F}_e \) composed of finite mixtures of distributions of \( \mathcal{F} \). Then, under (C1)–(C2), the operators \( \varphi_y, y = 0,1 \) and \( \nu \rightarrow \nu P_\Delta \) are from \( \mathcal{F}_e \) into \( \mathcal{F}_e \). Therefore, once starting with \( \nu_{1|0:1} = L(X_1) \in \mathcal{F}_e \), all the distributions \( \nu_{n|n:1} \) (exact filters) and \( \nu_{n+1|n:1} \) (prediction filters) belong to \( \mathcal{F}_e \).

For all \( n \), these distributions are completely specified by their mixture parameter and the finite set of distributions involved in the mixture. Of course, the number of components may vary along the iterations, but still remains finite. Thus, these distributions are explicit and we say that filters are computable.

The proof of Proposition 3.1 is elementary (see Th. 2.1, p. 1451, [2]; see also Prop. 4.7 below). Now, it has a true impact because the extended class is considerably larger than the initial parametric class. Evidently, the difficulty is to find models satisfying these conditions. Examples are given in [2] where the hidden Markov process \( (x(t)) \) is a discretization of a diffusion process. Here, we study another diffusion process. It has the noteworthy feature that, to compute filters, the explicit formula for the transition density of \( (x(t)) \) is not required, contrary to the examples of the previous paper. We only make use of the infinitesimal generator which is explicit for all diffusion models.

4. MAIN RESULTS

Our main results consist of exhibiting the proper parametric class of distributions on \((0,1)\) and of checking (C1)–(C2) for this class and the model specified by (1.1) and (1.2) with \( N = 1 \) (see (3.1)). The interest of these conditions is that they can be checked separately. Condition (C1) only concerns the conditional distributions
of \( Y_i \) given \( X_i \) and the class \( \mathcal{F} \). In the Appendix, we complete the proof of (C1) for (1.2) with \( N > 1 \) and (1.3). Condition (C2) concerns the transition operator of \((x(t))\). It is the most difficult part.

Let us define the following class of distributions indexed by \( \Theta = \mathbb{N} \times \mathbb{N} \):

\[
\mathcal{F} = \{ \nu_{i,j}(dx) \propto h_{i,j}(x)\pi(x)dx, (i,j) \in \mathbb{N} \times \mathbb{N} \},
\]

(4.1)

where

\[
h_{i,j}(x) = x^i(1-x)^j.
\]

(4.2)

Hence, each distribution in \( \mathcal{F} \) is a Beta distribution with parameters \((i + \frac{\delta}{2}, j + \frac{\delta}{2})\) and (see (2.1))

\[
\nu_{i,j}(dx) = \frac{x^{i+\frac{\delta}{2}-1}(1-x)^{j+\frac{\delta}{2}-1}}{B(i+\frac{\delta}{2}, j+\frac{\delta}{2})}1_{(0,1)}(x)dx.
\]

(4.3)

Let us define the extended class:

\[
\mathcal{F}_0 = \{ \sum_{(i,j) \in \Lambda} \alpha_{i,j} \nu_{i,j}, \Lambda \subset \mathbb{N} \times \mathbb{N}, |\Lambda| < +\infty, \alpha = (\alpha_{i,j}, (i,j) \in \Lambda) \in S_f \},
\]

(4.4)

where

\[
S_f = \{ \alpha = (\alpha_{i,j}, (i,j) \in \Lambda), \Lambda \subset \mathbb{N} \times \mathbb{N}, |\Lambda| < +\infty, \forall (i,j), \alpha_{i,j} \geq 0, \sum_{(i,j) \in \Lambda} \alpha_{i,j} = 1 \}
\]

(4.5)

is the set of finite mixture parameters. It is worth noting that the stationary distribution \( \pi(x)dx = \nu_{0,0}(dx) \) belongs to \( \mathcal{F} \). Thus, in the important case where the initial distribution, i.e. the distribution of \( \eta \) (see (1.1)), is the stationary distribution, the exact and optimal filters have an explicit formula.

### 4.1. Conjugacy

The following proposition gives the up-dating and marginal operators for distributions of the class \( \mathcal{F} \) (see (3.5)).

**Proposition 4.1.** Let \( \nu_{i,j} \in \mathcal{F} \) (see (4.1)).

1. For \( y = 0,1 \), \( \varphi_y(\nu_{i,j}) = \nu_{i+y,j+1-y} \). Hence, (C1) holds.
2. The marginal distribution is given by

\[
p_{\nu_{i,j}}(y) = \left( \frac{i + \frac{\delta}{2}}{i + j + \frac{\delta}{2}} \right)^y \left( \frac{j + \frac{\delta}{2}}{i + j + \frac{\delta}{2}} \right)^{1-y}, y = 0,1.
\]

(4.6)

**Proof.** The first point is obtained using that \( \beta_{y}(y)\nu_{i,j}(dx) \propto x^{i+y+\frac{\delta}{2}-1}(1-x)^{j+1-y+\frac{\delta}{2}-1}dx \propto h_{i+y,j+1-y}(x)\pi(x)dx \).

For the marginal distribution, we have

\[
p_{\nu_{i,j}}(y) = \frac{B(i + y + \frac{\delta}{2}, j + 1 - y + \frac{\delta}{2})}{B(i + \frac{\delta}{2}, j + \frac{\delta}{2})}.
\]

To get (4.6), we use the classical relations \( B(a,b) = \frac{\Gamma(a)\Gamma(b)}{\Gamma(a+b)} \) and \( \Gamma(a+1) = a\Gamma(a) \), \( a, b > 0 \) where \( \Gamma(\cdot) \) is the standard Gamma function.

Proposition 4.1 is proved for the conditional distributions (1.2) and (1.3) in the Appendix.

**Remark:** Proposition 4.1 states that the class \( \mathcal{F} \) is a conjugate class for the parametric family of distributions on \( \{0,1\} \): \( y \rightarrow f_x(y)\mu(dy) \) with respect to the parameter \( x \in (0,1) \). The property that Beta distributions are
4.2. Preliminaries

Proposition 4.2. For all Borel positive functions $h$ defined on $(0,1)$, if $\nu(dx) = h(x)\pi(x)dx$, then $\nu P_t(dx') = P_t h(x')\pi(x')dx'$, where, for $t \geq 0$,

$$P_t h(x') = \int_0^1 h(x)p_t(x',x)dx.$$  

Proof. It is well known that one-dimensional diffusion processes are reversible with respect to their speed density: The transition $p_t(x,x')$ is reversible with respect to $\pi(x)dx$, i.e. satisfies for all $(x,x') \in (0,1) \times (0,1)$:

$$\pi(x)p_t(x,x') = \pi(x')p_t(x',x).$$

This gives the result.

Proposition 4.3. Suppose that:

- (C3) For all $(n,p) \in \mathbb{N} \times \mathbb{N}$, there exists a set $\Lambda_{n,p} \subset \mathbb{N} \times \mathbb{N}$ such that $|\Lambda_{n,p}| < +\infty$ and for all $t \geq 0$,

$$P_t h_{n,p}(\cdot) = \sum_{(i,j) \in \Lambda_{n,p}} B_{i,j}(t)h_{i,j}(\cdot),$$

with, for all $(i,j)$, and all $t \geq 0$, $B_{i,j}(t) \geq 0$. Then, condition (C2) holds for $P_t$ for all $t \geq 0$. Moreover,

$$\nu_{n,p}P_t(dx) = \sum_{(i,j) \in \Lambda_{n,p}} \alpha_{i,j}(t)\nu_{i,j}(dx),$$

where $\alpha(t) = (\alpha_{i,j}(t),(i,j) \in \Lambda_{n,p})$ belongs to $S_f$ (see (4.5)) and

$$\alpha_{i,j}(t) = B_{i,j}(t)\frac{B(i + \frac{g'}{2},j + \frac{\delta}{2})}{B(n + \frac{g'}{2},p + \frac{\delta}{2})}.$$  

Proof. We have (see (4.3)), for all $(n,p)$,

$$\nu_{n,p}P_t = \frac{B\left(\frac{g'}{2},\frac{\delta}{2}\right)}{B(n + \frac{g'}{2},p + \frac{\delta}{2})}(h_{n,p}\pi)P_t.$$
Using Proposition 4.2, we get:

\[(h_{n,p} \pi) P_t(dx) = P_t h_{n,p}(x) \pi(x) dx\]

Now,

\[P_t h_{n,p}(\cdot) \pi(\cdot) = \sum_{(i,j) \in N_{n,p}} B_{i,j}(t) h_{i,j}(\cdot) \pi(\cdot),\]

and

\[h_{i,j}(x) \pi(x) dx = \nu_{i,j}(dx) \frac{B(i + \delta'/2, j + \delta'/2)}{B(\delta'/2, \delta'/2)}.
\]

Joining all formulae, we get the result. \(\square\)

Therefore, it remains to prove condition (C3). We start with a classical lemma.

**Lemma 4.1.** Let \(b\) belong to the set \(C^2([0,1])\) of twice continuously differentiable functions on \([0,1]\). Then,

\[
\frac{d}{dt}(P_t h(x)) = P_t Lh(x), P_0 h(x) = h(x), \tag{4.11}
\]

where \(Lh(x) = 2x(1-x)h''(x) + [-\delta x + \delta'(1-x)]h'(x)\) is the infinitesimal generator of (1.1).

**Proof.** Let \(x_x(t)\) be the solution of (1.1) with initial condition \(x_x(0) = x\). By the Ito formula,

\[h(x_x(t)) = h(x) + \int_0^t Lh(x_x(s)) ds + 2 \int_0^t h'(x_x(s)) (x_x(s)(1 - x_x(s)))^{1/2} dW_s.
\]

Taking expectations yields \(P_t h(x) = h(x) + \int_0^t P_t Lh(x) ds\) which is the result. \(\square\)

Now, we start to compute \(P_t h_{n,p}(x)\) for all \(n, p \in \mathbb{N}\).

**Proposition 4.4.** Recall that \(m_{n,p}(\cdot, \cdot) = P_t h_{n,p}(\cdot)\). Then, for all \(n, p \in \mathbb{N}\),

\[
\frac{d}{dt} m_{n,p}(t, \cdot) = -a_{n+p} m_{n,p}(t, \cdot) + c_n(\delta') m_{n-1,p}(t, \cdot) + c_p(\delta) m_{n,p-1}(t, \cdot), \quad m_{0,0}(t, \cdot) = 1, \tag{4.12}
\]

where, for all \(n \in \mathbb{N}\),

\[
a_n = n[2(n - 1) + \delta + \delta'], \quad c_n(\delta) = n[2(n - 1) + \delta]. \tag{4.13}
\]

(If \(p\) or \(n\) is equal to 0, then, \(c_p(\delta) = 0 \) or \(c_n(\delta') = 0\), and formula (4.12) holds). Note that, since the expression of \(a_n\) is symmetric with respect to \(\delta, \delta'\), we do not mention the dependence on these parameters. Note also that for all \(n\), since both \(\delta\) and \(\delta'\) are positive (actually \(\geq 2\)), the coefficients \(a_n\) and \(c_n(\delta), c_n(\delta')\) are non-negative.

**Proof.** In view of (4.11), it is enough to prove that

\[
Lh_{n,p} = -a_{n+p} h_{n,p} + c_n(\delta') h_{n-1,p} + c_p(\delta) h_{n,p-1}, \tag{4.14}
\]

where \(L\) is defined in Lemma 4.1. To make the proof clear, let us start with computing \(Lh_{n,0}\). We have immediately:

\[Lh_{n,0}(x) = -a_n h_{n,0}(x) + c_n(\delta') h_{n-1,0}(x).
\]

Now, since \(y(t) = 1 - x(t)\) satisfies

\[dy(t) = [-\delta' y(t) + \delta(1 - y(t))]|dt + 2(y(t)(1 - y(t)))^{1/2} dW_t, \tag{4.15}
\]

we obtain \(Lh_{0,p}\) by simply interchanging \(\delta\) and \(\delta'\) and get

\[Lh_{0,p}(x) = -a_p h_{0,p}(x) + c_p(\delta) h_{0,p-1}(x).
\]
Finally, to compute \( Lh_{n,p} \), we use the following tricks: each time \( x^{n+1} \) appears, we write \( x^{n+1} = -(1-x-1)x^n = -(1-x)x^n + x^n \); each time \( (1-x)^{p+1} \) appears, we write \( (1-x)^{p+1} = (1-x)^p(1-x) = (1-x)^p - x(1-x)^p \). Grouping terms, we get (4.14).

Our aim is now to prove that

\[
m_{n,p}(t,) = \exp(-a_n t)h_{n,p}(\cdot) + \sum_{0 \leq k \leq n, 0 \leq l \leq p, (k,l) \neq (0,0)} B^{n,p}_{n-k,p-l}(t)h_{n-k,p-l}(\cdot),
\]

where, for all \((k, l), (n, p)\), \( B^{n,p}_{n-k,p-l}(t) \geq 0 \) for all \( t \geq 0 \). Moreover, we give below the precise formula for these coefficients. Hence, the set \( \Lambda_{n,p} \) of (C3) is equal to \( \{(k, l), 0 \leq k \leq n, 0 \leq l \leq p\} \). The first term can also be denoted by

\[
B^{n,p}_{n,p}(t) = \exp(-a_n t).
\]

It has a special role because it is immediately obtained by (4.12).

4.2.2. Computation of \( m_{n,0}(t,\cdot) \) and \( m_{0,n}(t,\cdot) \)

Recall notation (4.2) and that \( m_{n,0}(t,\cdot) = P_t h_{n,0}(\cdot) \). We prove now that (4.16) holds for all \((n, 0)\) and all \((0, n)\).

**Theorem 4.1.** The following holds:

\[
m_{n,0}(t,\cdot) = \exp(-a_n t)h_{n,0}(\cdot) + \sum_{k=1}^{n} B^{n,0}_{n-k,0}(t)h_{n-k,0}(\cdot),
\]

where, for all \((k, n)\), with \( 1 \leq k \leq n \), \( B^{n,0}_{n-k,0}(t) \geq 0 \) for all \( t \geq 0 \). Moreover, for \( k = 1, \ldots, n \),

\[
B^{n,0}_{n-k,0}(t) = c_n(\delta) c_{n-1}(\delta') \cdots c_{n-k+1}(\delta') B_t(a_n, a_{n-1}, \ldots, a_{n-k}),
\]

where

\[
B_t(a_n, a_{n-1}, \ldots, a_{n-k}) = (-1)^k \sum_{j=0}^{k} \exp(-a_n - jt) \frac{(-1)^j}{\prod_{0 \leq l \leq k, l \neq j} |a_{n-j} - a_{n-l}|}.
\]

We can also set

\[
B^{n,0}_{n,0}(t) = \exp(-a_n t).
\]

Analogously:

\[
m_{0,n}(t,\cdot) = \exp(-a_n t)h_{0,n}(\cdot) + \sum_{k=1}^{n} B^{0,n}_{0,n-k}(t)h_{0,n-k}(\cdot),
\]

where, for all \((k, n)\), with \( 1 \leq k \leq n \), \( B^{0,n}_{0,n-k}(t) \geq 0 \) for all \( t \geq 0 \). Moreover, for \( k = 1, \ldots, n \),

\[
B^{0,n}_{0,n-k}(t) = c_n(\delta) c_{n-1}(\delta) \cdots c_{n-k+1}(\delta) B_t(a_n, a_{n-1}, \ldots, a_{n-k}).
\]

We also set

\[
B^{0,n}_{0,0}(t) = \exp(-a_n t).
\]

**Proof.** For the proof, let us fix \( x \) and set \( m_{n,0}(t, x) = m_n(t) \). We also set \( B^{n,0}_{n-k,0}(t) = B^{0}_{n-k}(t) \) during this proof.

Solving \( m'_n(t) = -a_n m_n(t) + c_n(\delta') m_{n-1}(t), m_n(0) = x^n = h_{n,0}(x) \) yields

\[
m_n(t) = \exp(-a_n t) x^n + c_n(\delta') \exp(-a_n t) \int_0^t \exp(a_n s) m_{n-1}(s) ds.
\]
Let us first prove by induction that
\[
m_n(t) = \sum_{k=0}^{n} B_{n-k}^n(t)x^{n-k},
\]
where \(B_{n-k}^n(t) \geq 0\) for all \(t \geq 0\) and all \(k = 0, \ldots, n\) and \(B_0^n(t) = \exp(-a_n t)\). For \(n = 0\), \(m_0(t) = 1\). For \(n = 1\), we solve (4.21) and get
\[
m_1(t) = \exp(-a_1 t) + c_1(\delta)(1 - \exp(-a_1 t)).
\]
So, (4.22) holds for \(n = 1\) with
\[
B_1^1(t) = \exp(-a_1 t), \quad B_0^1(t) = c_1(\delta)(1 - \exp(-a_1 t)) \geq 0.
\]
Suppose (4.22) holds for \(n - 1\). We now apply (4.21). Identifying the coefficients of \(x^{n-k}\), \(0 \leq k \leq n\), we get:
\[
B_k^n(t) = \exp(-a_n t),
\]
and for \(k = 0, 1, \ldots, n - 1\),
\[
B_{n-(k+1)}^n(t) = c_n(\delta')c_{n-1}(\delta') \ldots c_{n-k}(\delta')(1)^k \times B,
\]
with
\[
B = \sum_{j=0}^{k} \exp(-a_n t) \int_0^t \exp((a_n - a_{n-1-j})s)ds \prod_{0 \leq l \leq k, l \neq j} \frac{(-1)^j}{|a_{n-1-j} - a_{n-1-l}|}.
\]
Integrating, we get:
\[
B = \sum_{j=0}^{k} \exp(-a_{n-1-j} t) \frac{(-1)^j}{(a_n - a_{n-1-j}) \prod_{0 \leq l \leq k, l \neq j} |a_{n-1-j} - a_{n-1-l}|} + (-\exp(-a_n t))A,
\]
with
\[
A = \sum_{j=0}^{k} \frac{(-1)^j}{(a_n - a_{n-1-j}) \prod_{0 \leq l \leq k, l \neq j} |a_{n-1-j} - a_{n-1-l}|}.
\]
Hence,
\[
B = \sum_{j=1}^{k+1} \exp(-a_{n-j'} t) \frac{(-1)^{j'-1}}{\prod_{0 \leq l \leq k+1, l \neq j'} |a_{n-j'} - a_{n-l'}|} + (-\exp(-a_n t))A.
\]
In view of Eqs. (4.18),(4.19),(4.25),(4.27) and (4.28), to complete the proof of (4.17), it remains to show the following equality:
Lemma 4.2.

\[
\sum_{j=0}^{k} (-1)^j \frac{(a_n - a_{n+1-j}) \prod_{0 \leq l \leq k, l \neq j} |a_{n+1-j} - a_{n+1-l}|}{(a_n - a_{n-1})(a_n - a_{n-2}) \ldots (a_n - a_{n-k-1})} = 1
\]

This lemma requires some algebra and its proof is postponed to the Appendix. At last, to get \((4.20)\), we just interchange \(\delta'\) and \(\delta\) in all formulae because of \((4.15)\).

4.2.3. Computation of \(m_{n,p}(t,.)\)

Recall that \(h_{n,p}(x) = x^n(1-x)^p\) and \(m_{n,p}(t,.) = P_t h_{n,p}(.)\). Now, we focus on formula \((4.12)\). It is easy to see that, since we have computed \(m_{n,0}(t,.)\) for all \(n\) and \(m_{0,p}(t,.)\) for all \(p\), then, we deduce from \((4.12)\) \(m_{n,p}(t,.)\) for all \((n,p)\). This is done as follows. Suppose we have computed all terms \(m_{i,j-i}(t,.)\) for \(0 \leq i \leq j \leq n\). Indeed, the extra terms are:

- \(m_{n+1,0}(t,.)\) that we know already,
- \(m_{i,n+1-i}(t,.)\) for \(0 < i < n + 1\) that is calculated from

\[
\frac{d}{dt} m_{i,n+1-i}(t,.) = -a_{n+1} m_{i,n+1-i}(t,.) + c_i(\delta') m_{i-1,n+1-i}(t,.) + c_{n+1-i}(\delta) m_{i,n+1-i}(t,.)
\]

- at last, \(m_{0,n+1}(t,.)\) that we know already.

Thus, having the first line \(m_{0,n}(t,.)\) and the first column \(m_{n,0}(t,.)\), we get each new term \(m_{i,j}(t,.)\) from the one above \((m_{i-1,j}(t,.)\)) and the one on the left \((m_{i,j-1}(t,.)\)).

Now, we proceed to get formula \((4.16)\).

Theorem 4.2. For all \((i,j)\) such that \(0 \leq i \leq j \leq n\),

\[
m_{i,j}(t,.) = \exp(-a_{n+1} t) h_{i,j-i}(.) + \sum_{0 \leq k \leq i, 0 \leq s \leq j-i, (k,l) \neq (0,0)} B_{i-k,j-i-l}(t) h_{i-k,j-i-l}(.),
\]

with

\[
B_{i-k,j-i-l}(t) = \binom{k+l}{k} c_i(\delta') \ldots c_{i-k+1}(\delta') c_{j-i-l}(\delta) \ldots c_{j-l+1}(\delta) B_l(a_j, a_{j-1}, \ldots, a_{j-l+1})
\]

the convention that, for \(k = 0\), there is no term in \(c_i(\delta')\) and for \(l = 0\), there is no term in \(c_l(\delta)\).

Proof. By \((4.18)\), \((4.19)\) and \((4.24)\), we have proved that

\[
B_l(a_{n+1}, a_n, \ldots, a_{n-k}) = \exp(-a_{n+1} t) \int_0^t \exp(a_{n+1}s) B_l(a_{n+1}, a_n, \ldots, a_{n-k}) ds.
\]

Suppose \((4.29)\) holds for \(0 \leq i \leq j \leq n\). Let us compute the extra terms \(m_{i,n+1-i}(t,.)\) for \(0 < i < n + 1\) using their differential equations. We have

\[
m_{i,n+1-i}(t,.) = \exp(-a_{n+1} t) h_{i,n+1-i}(.) + A_i(\delta') + B_i(\delta),
\]

with

\[
A_i(\delta') = \exp(-a_{n+1} t) \int_0^t \exp(a_{n+1}s) c_i(\delta') m_{i-1,n+1-i}(s,.) ds,
\]

\[
B_i(\delta) = \exp(-a_{n+1} t) \int_0^t \exp(a_{n+1}s) c_{n+1-i}(\delta) m_{i,n+1-i}(s,.) ds.
\]
We apply the induction formula and replace $m_{i-1,n+1-i}(s,.)$, $m_{i,n+1-i-1}(s,.)$ by their development. This yields:

$$m_{i-1,n+1-i}(s,.) = \exp(-a_ns)h_{i-1,n+1-i}(.) + \sum_{0 \leq k' \leq i - 0 \leq t' \leq n + 1 - i (k',t') \neq (0,0)} B_{i-1,k',n+1-i-t'}(s)h_{i-1-k',n+1-i-t'}(.),$$

$$m_{i,n+1-i-1}(s,.) = \exp(-a_ns)h_{i,n+1-i-1}(.) + \sum_{0 \leq k'' \leq i - i-1 \leq t'' \leq n + 1 - i (k'',t'') \neq (0,0)} B_{i-k'',n+1-i-1-t''}(s)h_{i-k'',n+1-i-1-t''}(.).$$

In Eqs. (4.31), (4.32) and (4.33), the coefficient of $h_{i-1,n+1-i}(.)$ obtained by the above relations only comes from:

$$c_i(\delta') \exp(-a_{n+1}t) \int_0^t \exp(a_{n+1}s) \exp(-a_ns)ds.$$  

By (4.30), this term is equal to:

$$c_i(\delta')B_t(a_{n+1},a_n) = B^{i,n+1-i}_{i-1,n+1-i-0} = \begin{pmatrix} 1 \\ 1 \end{pmatrix} c_i(\delta')B_t(a_{n+1},a_n).$$  

(4.34)

Analogously, the coefficient of $h_{i,n+1-i-1}(.)$ comes from:

$$c_{n+1-i}(\delta) \exp(-a_{n+1}t) \int_0^t \exp(a_{n+1}s) \exp(-a_ns)ds.$$  

This term is equal to:

$$c_{n+1-i}(\delta)B_t(a_{n+1},a_n) = B^{i,n+1-i}_{i-k,n+1-i-1} = \begin{pmatrix} 1 \\ 0 \end{pmatrix} c_{n+1-i}(\delta)B_t(a_{n+1},a_n).$$  

(4.35)

Now, the coefficient of the current term $h_{i-k,n+1-i-1}(.)$ comes from the sum of the following two terms:

$$b_1 = c_i(\delta') \exp(-a_{n+1}t) \int_0^t \exp(a_{n+1}s)B^{i-1,n+1-i}_{i-1-k,n+1-i-1}(s)ds,$$

(4.36)

$$b_2 = c_{n+1-i}(\delta) \exp(-a_{n+1}t) \int_0^t \exp(a_{n+1}s)B^{i,n+1-i}_{i-k,n+1-i-1}(s)ds, (4.37)$$

(i - 1 - k' = i - k, n + 1 - i - t' = n + 1 - i - l, thus $k' = k - 1, t' = l$) and

$$b_2 = c_{n+1-i}(\delta) \exp(-a_{n+1}t) \int_0^t \exp(a_{n+1}s)B^{i,n+1-i}_{i-k,n+1-i-1}(s)ds,$$

(4.37)  

(i - k'' = i - k, n + 1 - i - l'' = n + 1 - i - l, thus $k'' = k, l'' = l - 1$). Thus,

$$b_1 = c_i(\delta') \exp(-a_{n+1}t) \int_0^t \exp(a_{n+1}s)\left(\begin{pmatrix} k+l-1 \\ k-1 \end{pmatrix} \right) c_{i-1}(\delta') \cdots c_{i-1-(k-1)+1}(\delta')$$

$$\times c_{n+1-i}(\delta) \cdots c_{n+1-i-l+1}(\delta)B_t(a_{n-1},a_{n-2},\ldots,a_{n-(k+l-1)1})ds$$

$$= \begin{pmatrix} k+l-1 \\ k-1 \end{pmatrix} c_i(\delta')c_{i-1}(\delta') \cdots c_{i-k+1}(\delta')c_{n+1-i}(\delta) \cdots c_{n+1-i-l+1}(\delta)$$

$$\times B_t(a_{n-1},a_{n-2},\ldots,a_{n-(k+l)1}).$$
And

\[ b_2 = c_{n+1-i}(\delta) \exp(-a_{n+1}t) \int_0^t \exp(a_{n+1}s) \binom{k+l-1}{k} c_i(\delta') \cdots c_{i-k+1}(\delta') \times c_{n+1-i-l}(\delta) \cdots c_{n+1-i-l}(\delta) B_i(a_n, a_{n-1}, \ldots, a_{n-(k+l-1)}) ds \]

\[ = \binom{k+l-1}{k} c_i(\delta') c_{i-1}(\delta') \cdots c_{i-k+1}(\delta') c_{n+1-i}(\delta) \cdots c_{n+1-i-l}(\delta) \]

\[ \times B_i(a_n, a_{n-1}, \ldots, a_{n-(k+l)}). \]

Now using that \( \binom{k+l-1}{k} + \binom{k+l-1}{k} = \binom{k+l}{k} \), we finally obtain that \( b_1 + b_2 \) is exactly equal to the expected term \( B_{i-k,n+1-i-l}(t) \).

**Remark:** Result (4.29) may be related with the spectral properties of the transition operator \( P_t \). Indeed, considered as an operator on the space \( L^2(\pi(x)dx) \), it has a sequence of eigenvalues and an orthonormal basis of eigenfunctions. The eigenvalues are exactly the \( \exp(-a_nt), n \geq 0 \) and constitute a fastly decreasing sequence \( (a_n \sim 2n^2) \). The eigenfunction associated with \( \exp(-a_nt) \) is a polynomial of degree \( n \), linked with the \( n \)-th Jacobi polynomial with indexes \( \left( \frac{1}{2} - 1, \frac{1}{2} - 1 \right) \) (see Appendix). Thus, each polynomial \( h_{i,j} \) has a finite expansion on this eigenfunctions basis. Therefore, \( P_t h_{i,j} \) also has a finite expansion on the same basis. However, from these spectral properties, it is not evident to guess the expansion obtained in (4.29) nor is it to guess that the expansion contains only positive terms. \( \Diamond \)

### 4.3. The mixture coefficients

We proceed to the final steps for condition (C2): we use Proposition 4.3 and formula (4.10) to obtain the mixture coefficients for \( u_{i,j} \). First, we need a lemma.

**Lemma 4.3.** For \( 0 \leq i \leq n \) and \( 0 \leq j \leq p \), we have

\[ B(i + \frac{\delta'}{2}, j + \frac{\delta'}{2}) \frac{B(n + \frac{\delta'}{2}, p + \frac{\delta'}{2})}{B(n + \frac{\delta'}{2}, p + \frac{\delta'}{2})} = \binom{n+j}{p} \frac{a_{n+p}a_{n+p-1} \cdots a_{i+1+p}a_{i+1+p-1} \cdots a_{i+j+1}}{(n+p-1)2^{p+2}} B \left( n-1 + \frac{\delta'}{2}, p-1 + \frac{\delta'}{2} \right). \]  

(4.38)

In the trivial case \((i,j) = (n,p)\), the quotient is equal to 1. In (4.38), for \( j = p \), there is no term in \( c(\delta) \), and for \( i = n \), there is no term in \( c(\delta) \).

**Proof.** We use the relation

\[ B(a+1, b+1) = \frac{ab}{(a+b+1)(a+b)} B(a, b). \]  

(4.39)

Hence,

\[ B(n + \frac{\delta'}{2}, p + \frac{\delta'}{2}) = \frac{(n-1 + \frac{\delta'}{2})(p-1 + \frac{\delta'}{2})}{(n+p-1)2^{p+2}} B \left( n-1 + \frac{\delta'}{2}, p-1 + \frac{\delta'}{2} \right). \]

By (4.13), we have:

\[ \frac{a_n}{2n} = n-1 + \frac{\delta'}{2}, \quad \frac{c_n(\delta')}{2n} = n-1 + \frac{\delta'}{2}, \quad \frac{c_p(\delta)}{2p} = p-1 + \frac{\delta'}{2}. \]

Hence,

\[ B(n + \frac{\delta'}{2}, p + \frac{\delta'}{2}) = \binom{n}{2n} \binom{p}{2p} \frac{a_{n+p}}{a_{n+p-1}} \frac{2(n+p)2(n+p-1)}{2n} B \left( n-1 + \frac{\delta'}{2}, p-1 + \frac{\delta'}{2} \right). \]

Iterating downwards yields:

\[ \frac{B(i + \frac{\delta'}{2}, j + \frac{\delta'}{2})}{B(n + \frac{\delta'}{2}, p + \frac{\delta'}{2})} = \frac{(i+j)! n!p!}{(n+p)!} \frac{a_{n+j}a_{n+j-1} \cdots a_{i+j+1}}{a_{n+p}a_{n+p-1} \cdots a_{i+j+1}}. \]  

(4.38)
This gives (4.38).

Now, we have the complete formula for $\nu_{i,j-i}P_t$.

**Proposition 4.5.** For $0 \leq i \leq j$, we have

$$\nu_{i,j-i}P_t = \sum_{k=0,\ldots,i} \alpha^{i,j-i}_{i-k,j-i-l}(t) \nu_{i-k,j-i-l},$$

where, for $(k,l) \neq (0,0)$,

$$\alpha^{i,j-i}_{i-k,j-i-l}(t) = \binom{j}{i} \frac{r^i (t - i)}{(2 + i)} a_j a_{j-1} \ldots a_{j-k-l+1} B_t(a_j, a_{j-1}, \ldots, a_{j-k-l}).$$  (4.40)

For $(k,l) = (0,0)$,

$$\alpha^{i,j-i}_{i,k,j-i-l}(0) = \exp(-a_j t).$$ (4.41)

The proof is straightforward using Proposition 4.3, Theorem 4.2 and the lemma.

Note that Proposition 4.5 shows that, for all $t \geq 0$, $\sum_{0 \leq k \leq i, 0 \leq l \leq j-i} \alpha^{i,j-i}_{i-k,j-i-l}(t) = 1$. This can be checked directly by formulae (4.40)–(4.41) (see Appendix).

Let us have a closer look at the mixture coefficients. First, note that they are symmetric with respect to $\delta'$ and $\delta$. The non-symmetric part appears in the distributions $\nu_{i-k,j-i-l}$. Another point is that, looking at $\nu_{i,j-i}P_t$, we see that very few mixture coefficients will be significantly non null. Indeed, they are all composed of sums of rapidly decaying exponentials. To illustrate this point, let us consider the special case $n=1$:

$$\nu_{1,0}P_t = \sum_{k=0,\ldots,1} \alpha^{1,0}_{n-k,0}(t) \nu_{n-k,0} = \sum_{k=0,\ldots,1} \alpha^{1,0}_{k,0}(t) \nu_{k,0},$$

which corresponds to $i = j = n$ in the formula of Proposition 4.5. For $n=1$, $\alpha^{1,0}_{0,0}(t) = a_1 B_t(a_1, a_0) = 1 - \exp(-a_1 t)$, $\alpha^{1,0}_{1,0}(t) = \exp(-a_1 t)$, and $a_1 = \delta' + \delta, a_0 = 0$. Hence:

$$\nu_{1,0}P_t = (1 - \exp(-(\delta' + \delta)t))\nu_{0,0} + \exp(-(\delta' + \delta)t)\nu_{1,0}.$$  

For $n=2$,

$$\alpha^{2,0}_{0,0}(t) = 1 - \frac{2(2 + \delta' + \delta)}{4 + \delta + \delta'} \exp(-(\delta + \delta')t) + \frac{\delta + \delta'}{4 + \delta + \delta'} \exp(-2(2 + \delta + \delta')t),$$

$$\alpha^{2,0}_{1,0}(t) = \frac{2(2 + \delta + \delta')}{4 + \delta + \delta'} \exp(-(\delta + \delta')t) - \exp(-2(2 + \delta + \delta')t),$$

$$\alpha^{2,0}_{2,0}(t) = \exp(-(2(2 + \delta + \delta')t)).$$

These remarks lead us to the fact that the leading coefficient in $\nu_{1,0}P_t$ is the coefficient of the stationary distribution $\pi = \nu_{0,0}$, while the others are very small. A more precise result is given below.

**Proposition 4.6.** The following holds for all $n \geq 0$:

$$\alpha^{n,0}_{0,0}(t) = 1 + \sum_{k=1}^n (-1)^k \exp(-a_k t) A^n_k.$$  (4.42)

where, for fixed $k$, as $n$ tends to infinity, $A^n_k \to A_k$ and $A_k$ is given by (4.43).
Proof. Using (4.10) and (4.19), we have:

\[ \alpha_{0,0}^n(t) = \sum_{k=0}^{n} (-1)^k \exp(-a_k t) A_k^n, \]

with

\[ A_k^n = \prod_{0 \leq l < n, l \neq k} |a_k - a_l| \]

Since \( a_0 = 0 \), we get \( A_0^n = 1 \). Now, \( a_k - a_l = (k - l)[2(k + l - 1) + \delta + \delta'] \). This yields:

\[ A_k^n = \left( \frac{n}{k} \right) \prod_{1 \leq l \leq k-1, l=0}^{l=k+1} [2(l - 1) + \delta + \delta']. \]

Since we assume that \( k \) is fixed and that \( n \) tends to infinity, we may assume that \( k < n/2 \). Then, we can simplify the common factors that appear in the numerator and in the denominator of \( A_k^n \) and get:

\[ A_k^n = \left( \frac{n}{k} \right) \prod_{1 \leq l \leq k} [2(l - 1) + \delta + \delta']. \]

Setting

\[ A_k = \frac{1}{2^n k!} \prod_{1 \leq l \leq k} [2(l - 1) + \delta + \delta'], \quad (4.43) \]

and using the Stirling formula, we get \( A_k^n \sim A_k \) which is the result.

4.4. Working the filtering-prediction algorithm and estimating unknown parameters

We must now illustrate how Proposition 3.1 allows to obtain explicitly the successive distributions of filtering \( \nu_{n|n:1} \) and of (one-step) prediction \( \nu_{n+1|n:1} \) (see (3.2)). Suppose that the initial distribution is \( \mathcal{L}(X_1) = \nu_{0,0} \), i.e. the stationary distribution of \( \{x(t)\} \). After one observation \( Y_1 \), we have the up-dated distribution \( \nu_{1|1:1} = \varphi_{Y_1}(\nu_{0,0}) = \nu_{Y_1,1-Y_1} \). Then, we apply the prediction step to get \( \nu_{2|1:1} = \nu_{Y_1,1-Y_1} P_{Y_1} \). This distribution is obtained by Proposition 4.5:

\[ \nu_{Y_1,1-Y_1} P_{Y_1} = \sum_{0 \leq k \leq Y_1, 0 \leq l \leq 1-Y_1} \nu_{Y_1-k,1-Y_1-l}^{Y_1-k,1-Y_1-l}(\Delta) \nu_{Y_1-k,1-Y_1-l}. \quad (4.44) \]

Then, there is another up-dating for \( Y_2 \), and another prediction, and so on. To be more precise, let us state a proposition that explains the use of Proposition 3.1.

**Proposition 4.7.** Suppose \( \nu = \sum_{0 \leq k \leq i, 0 \leq l \leq j} \alpha_{i-k,j-l} \nu_{i-k,j-l} \) is a distribution of \( \mathcal{F}_f \).

1. Then, for \( y = 0, 1, \)

\[ \varphi_y(\nu) \propto \sum_{0 \leq k \leq i, 0 \leq l \leq j} \alpha_{i-k,j-l} p_{\nu_{i-k,j-l}}(y) \nu_{i+y-k,j+1-y-l}, \]

where the marginal distribution \( p_{\nu_{i-k,j-l}}(y) \) is given in (4.6). Thus,

\[ \varphi_y(\nu) = \sum_{0 \leq k \leq i+y, 0 \leq l \leq j+1-y} \hat{\alpha}_{i+y-k,j+1-y-l} \nu_{i+y-k,j+1-y-l}, \]

where \( \hat{\alpha}_{i+y-k,j+1-y-l} \propto \alpha_{i-k,j-l} p_{\nu_{i-k,j-l}}(y) \) for \( k = 0, 1, \ldots, i, l = 0, 1, \ldots, j \) and \( \hat{\alpha}_{i+y-k,j+1-y-l} = 0 \) otherwise.
(2) We have:
\[ \nu P_\Delta = \sum_{0 \leq k \leq l \leq j} \left( \sum_{0 \leq k \leq l \leq j} \alpha_{i-k,j-l} \right) \nu_{i-k,j-l}, \]
where the \( \alpha_{i-k,j-l} \) are given in Proposition 4.5.

(3) The marginal distribution associated with \( \nu \) is
\[ p_{\nu}(y) = \sum_{0 \leq k \leq l \leq j} \alpha_{i-k,j-l} p_{\nu_{i-k,j-l}}(y). \]  

It is therefore a mixture of Bernoulli distribution (see Prop. 4.1 and formula (4.6)).

The first part is straightforward. The second part is an application of Proposition 4.5 with an interchange of sums. Thus, the number of components in the successive mixture distributions grows. Indeed, let us compute the number of mixture components for the filtering distributions. For \( \nu_{1:1} \), we find \((1 + Y_1)(1 + 1 - Y_1)\); the prediction step preserves the number of components. For \( \nu_{n:1} \) and \( \nu_{n+1:1} \), the number of components is \((1 + \sum_{i=1}^{n} Y_i)(1 + n - \sum_{i=1}^{n} Y_i)\). However, as noted above, very few mixture coefficients will be significantly non null. It was also the case for the model investigated in [9] and in [3].

Let us notice that the \( h \)-step ahead predictive distribution, \( \nu_{n+h:1} \) is obtained from \( \nu_{n:1} \) by applying the operator \( P_h^\Delta \), i.e. \( \nu_{n+h:1} = \nu_{n:1} P_h^\Delta \). Therefore, this distribution stays in the class \( \mathcal{F}_j \) and has the same number of mixture components as \( \nu_{n:1} \).

Now, suppose that \( \delta', \delta \) are unknown and that we wish to estimate these parameters using the data set \((Y_1, \ldots, Y_n)\). The classical statistical approach is to compute the corresponding maximum likelihood estimators. This requires the computation of the exact joint density of this data set which gives the likelihood function (see (3.8)). For general hidden Markov models, the exact formula of this density is difficult to handle since the integrals giving the conditional densities of \( Y_i \) given \((Y_{i-1}, \ldots, Y_1)\) are not explicitly computable (see formula (3.7)). On the contrary, in our model, these integrals are computable by formula (4.6). Suppose that the initial distribution is the stationary distribution of (1.1), i.e. \( \nu_{0:0} \). For \( i = 1 \), the law of \( Y_1 \) has density \( p_{\nu_{0:0}}(y_1) \) given by (4.6); it is a Bernoulli distribution with parameter \( \delta'/\delta + \delta \). Then, for \( i \geq 2 \), the conditional distribution of \( Y_i \) given \( Y_{i-1}, \ldots, Y_1 \) has density \( p_{\nu_{i-1:1}}(y_i) \). It is now a mixture of Bernoulli distributions. The exact likelihood is therefore a product of mixtures of Bernoulli distributions.

4.5. Marginal smoothing

In this section, we compute \( \nu_{n:1} \) for \( l < n \). To simplify notations, denote by \( p(x|y_n, \ldots, y_l) \) the conditional density of \( X_l \) given \( Y_l = y_l, \ldots, Y_1 = y_1 \), i.e. the density of \( \nu_{n:1} \) taken at \( Y_n = y_n, \ldots, Y_1 = y_1 \). Analogously, denote by \( p(y_l|y_{l-1}, \ldots, y_1) \) the conditional density of \( Y_l \) given \( Y_{l-1} = y_{l-1}, \ldots, Y_1 = y_1 \). We introduce the backward function:
\[ p_{l,n}(y_{l+1}, \ldots, y_n; x), \]
equal to the conditional density of \((Y_{l+1}, \ldots, Y_n)\) given \( X_l = x \). By convention, we set \( p_{l,n}(\emptyset; x) = 1 \). Then, the following forward-backward decomposition holds.

Proposition 4.8. For \( l \leq n \),
\[ p(x_l|y_n, \ldots, y_1) = \frac{p(x_l|y_n, \ldots, y_1)}{\prod_{i=l+1}^{n} p(y_i|y_{i-1}, \ldots, y_1)} p_{l,n}(y_{l+1}, \ldots, y_n; x_l). \]  

This result is classical and may be found e.g. in [1]. Therefore, the smoothing density is obtained using the filtering density that we have already computed. The denominator in (4.47) is also available. It remains to have a more explicit expression for the backward function (4.46). The following proposition gives a backward recursion from \( l = n - 1 \) down to \( l = 1 \) for computing (4.46).
Proposition 4.9. First, for all \( n \),
\[
p_{n-1,n}(y_n; x) = P_\Delta[f(y_n)](x).
\] (4.48)

Then, for \( l + 1 < n \),
\[
p_{l,n}(y_{l+1}, \ldots, y_n; x) = P_\Delta[f(y_{l+1})p_{l+1,n}(y_{l+2}, \ldots, y_n; .)](x).
\] (4.49)

Proof. We use the fact that \((X_n, Y_n)\) is Markov with transition \( p_\Delta(x_n, x_{n+1})f_{x_{n+1}}(y_{n+1}) \). Given \( X_{n-1} = x \), \( X_n \) has distribution \( p_\Delta(x, x_n)dx_n \). Hence,
\[
p_{n-1,n}(y_n; x) = \int_0^1 p_\Delta(x, x_n)f_{x_n}(y_n)dx_n,
\]
which gives (4.48). Then, for \( n \geq l + 2 \),
\[
p_{l,n}(y_{l+1}, \ldots, y_n; x)
= \int_0^1 p_\Delta(x, x_{l+1})f_{x_{l+1}}(y_{l+1}) \times \prod_{i=l+2}^n p_\Delta(x_{i-1}, x_i)f_{x_i}(y_i)dx_{i+1} \ldots dx_n
= \int_0^1 p_\Delta(x, x_{l+1})f_{x_{l+1}}(y_{l+1})p_{l+1,n}(y_{l+2}, \ldots, y_n; x_{l+1})dx_{l+1},
\]
which gives (4.49).

Let us now apply these formulae to our model. We will show briefly that backward functions can be computed by simple application of Theorem 4.2. Indeed, since
\[
f_x(y_n) = h_{y_n,1-y_n}(x),
\]
\[
p_{n-1,n}(y_n; x) = P_\Delta h_{y_n,1-y_n}(x) = m_{y_n,1-y_n}(\Delta, x),
\]
is obtained by Theorem 4.2. Next, we compute
\[
m_{y_n,1-y_n}(\Delta, .) h_{y_{n-1},1-y_{n-1}}(\cdot),
\]
which is a linear combination of \( h_{y_{n-1}+y_n-k,2-y_{n-1}-y_n-l} \) with \( 0 \leq k \leq y_n, 0 \leq l \leq 1-y_n \) and apply the transition operator \( P_\Delta \) to get \( p_{n-2,n}(y_{n-1}, y_n; x) \). This is again given by Theorem 4.2. By elementary induction, we see that backward functions are explicit.

5. Comments on Practical Implementation and Open Problems

A careful numerical investigation of the model is now required which is the subject of a future work. In particular, the numerical study should enlight the way that the mixture coefficients evolve along the iterations on the filtering-prediction algorithm. It is worth noting that, at each iteration, only a finite number of terms is involved.

For both the theoretical and numerical aspects, this model is to be compared with the one in [12] which is of the same kind. A complete numerical study is performed based on simulation data. In this paper, the observations are given as \( Y_i = x(t_i)\psi_i \) where \( (x(t)) \) is the absolute value of an Ornstein-Uhlenbeck process and \( (\psi_i) \) is a positive noise. Hence, the model is an intensity perturbation of a non-negative diffusion process. The results of the numerical study enlight the fact that no more than one or two mixture coefficients are significantly non null! The estimation of the unobserved state variable is easily feasible and performs well on simulated data. Some theoretical aspects of the model linked with stability of the filter are investigated in [9].
6. APPENDIX

6.1. Proof of Lemma 4.2

Let us write in more details expression (4.27). We have

\[
A = \frac{1}{(a_n - a_{n-1})} \times \frac{1}{(a_{n-1} - a_{n-2})(a_{n-1} - a_{n-3}) \cdots (a_{n-1} - a_{n-1-k})} \\
+ \frac{1}{(a_{n-2} - a_{n-3}) \cdots (a_{n-2} - a_{n-1-k})} + \cdots \\
+ \frac{1}{(a_{n-j} - a_{n-j-1}) \cdots (a_{n-j} - a_{n-k-1})} \\
+ \cdots + \frac{1}{(a_{n-k} - a_{n-1-k})} \\
\]

Now, we set

\[
L_0 = (a_n - a_{n-1})(a_{n-1} - a_n), \\
L_1 = (a_{n-1} - a_{n-2})(a_{n-2} - a_{n-1}), \\
L_2 = (a_{n-2} - a_{n-3})(a_{n-3} - a_{n-2}), \\
\vdots \\
L_{k-1} = (a_{n-k+1} - a_{n-k-1})(a_{n-k} - a_{n-k+1}), \\
L_k = (a_{n-k} - a_{n-k-1}).
\]

We must prove that

\[
A = \frac{1}{L_0}. \tag{6.1}
\]
For this, we introduce the product $T_n = L_0L_1 \ldots L_k$. Now, we need to prove that $AT_n = L_1L_2 \ldots L_k$. We start to compute $AT_n$:

$$AT_n = \frac{L_0}{a_n - a_{n-1}}L_2 \ldots L_k$$

$$+ \frac{(-1)L_0L_1}{(a_n - a_{n-2})(a_{n-1} - a_{n-2})}L_3 \ldots L_k + \ldots$$

$$+ \frac{(-1)^{j-1}L_0L_1 \ldots L_{j-1}}{(a_n - a_{n-j})(a_{n-1} - a_{n-j}) \ldots (a_{n-j+1} - a_{n-j})}L_{j+1} \ldots L_k + \ldots$$

$$+ \frac{(-1)^kL_0L_1 \ldots L_{k-1}}{(a_n - a_{n-k-1})(a_{n-1} - a_{n-k-1}) \ldots (a_{n-k+1} - a_{n-k-1})}.$$  

Now, we see that

$$AT_n = P(a_n) \quad (6.2)$$

where $P(.)$ is a polynomial with degree $k$. Indeed, in $AT_n$, the terms containing $a_n$ come only from the terms

$$\frac{L_0}{a_n - a_{n-j}} = P_j(a_n),$$

where

$$P_1(x) = (x - a_{n-2})(x - a_{n-3}) \ldots (x - a_{n-k-1}),$$

$$P_j(x) = (x - a_{n-1})(x - a_{n-2}) \ldots (x - a_{n-j+1}) \times (x - a_{n-j-1}) \ldots (x - a_{n-k-1}),$$

$$P_{k+1}(x) = (x - a_{n-1})(x - a_{n-2}) \ldots (x - a_{n-k}),$$

are all products of $k$ factors of degree $1$.

Notice that $P_j(x)$ is null for $x = a_{n-1}, a_{n-2}, \ldots, a_{n-j+1}, a_{n-j-1}, \ldots, a_{n-k-1}$ and that $P_1(a_{n-1}) = L_1$,

$$P_j(a_{n-j}) = (a_{n-j} - a_{n-1})(a_{n-j} - a_{n-2}) \ldots (a_{n-j} - a_{n-j+1}) \times L_j,$$

$$P_{k+1}(a_{n-k-1}) = (a_{n-k-1} - a_{n-1})(a_{n-k-1} - a_{n-2}) \ldots (a_{n-k-1} - a_{n-k}).$$

Therefore (see (6.2))

$$P(x) = P_1(x)L_2L_3 \ldots L_k$$

$$- P_2(x)\frac{L_1}{a_{n-1} - a_{n-2}}L_3 \ldots L_k + \ldots$$

$$+ (-1)^{j-1}P_j(x)\frac{L_1L_2 \ldots L_{j-1}}{(a_{n-1} - a_{n-j})(a_{n-2} - a_{n-j}) \ldots (a_{n-j+1} - a_{n-j})}L_{j+1} \ldots L_k + \ldots$$

$$+ (-1)^kP_{k+1}(x)\frac{L_1 \ldots L_{k-1}}{(a_{n-1} - a_{n-1-k})(a_{n-2} - a_{n-1-k}) \ldots (a_{n-k+1} - a_{n-1-k})}.$$
Now,

\[ P(a_{n-1}) = P_1(a_{n-1})L_2L_3\ldots L_k = L_1L_2L_3\ldots L_k \]

\[ P(a_{n-2}) = -P_2(a_{n-2})\frac{L_1}{(a_{n-1} - a_{n-2})}L_3\ldots L_k = -\frac{(a_{n-2} - a_{n-1})}{(a_{n-1} - a_{n-2})}L_1L_2\ldots L_k \]

\[ = L_1L_2\ldots L_k \]

\[ \vdots \]

\[ P(a_{n-j}) = (-1)^{j-1}P_j(a_{n-j})\frac{L_1L_2\ldots L_{j-1}}{(a_{n-1} - a_{n-j})(a_{n-2} - a_{n-j})\ldots (a_{n-j+1} - a_{n-j})}L_{j+1}\ldots L_k \]

\[ = (-1)^{2(j-1)}L_1L_2\ldots L_{j-1}L_jL_{j+1}\ldots L_k \]

\[ \vdots \]

\[ P(a_{n-k-1}) = (-1)^kP_{k+1}(a_{n-k-1})\frac{L_1\ldots L_{k-1}}{(a_{n-1} - a_{n-k})(a_{n-2} - a_{n-1-k})\ldots (a_{n-k+1} - a_{n-1-k})} \]

\[ = (-1)^{2k}L_1L_2\ldots L_k. \]

Therefore, \( P(x) = L_1L_2\ldots L_k \) for the \( k + 1 \) distinct values \( x = a_{n-1}, a_{n-2}, \ldots, a_{n-k-1} \). Since \( P(x) \) is a polynomial of degree \( k \), it is constant equal to \( L_1L_2\ldots L_k \). In particular,

\[ P(a_n) = L_1L_2\ldots L_k, \]

which is equivalent to \( A = 1/L_0 \) (see (6.1)). So the proof of Lemma 4.2 is complete.

6.2. Binomial or negative binomial conditional distributions

Proposition 4.1 holds for the other cases given in the introduction. Let \( \nu_{i,j} \) belong to \( \mathcal{F} \).

- If \( f_x(y) = \binom{N}{y}x^y(1-x)^{N-y}, y = 0, \ldots, N, \) then \( \varphi_y(\nu_{i,j}) = \nu_{i+y,j+N-y} \) and the marginal distribution is equal to:

\[ p_{\nu_{i,j}}(y) = \binom{N}{y} \frac{B(i+y+(\delta'/2), j+N-y+(\delta/2))}{B(i+(\delta'/2), j+(\delta/2))}, y = 0, 1, \ldots, N. \] (6.3)

- If \( f_x(y) = \binom{m+y-1}{y}x^m(1-x)^y, y = 0, \ldots, \) then \( \varphi_y(\nu_{i,j}) = \nu_{i+m,j+y} \) and for \( y = 0, 1, \ldots, \)

\[ p_{\nu_{i,j}}(y) = \binom{m+y-1}{y} \frac{B(i+m+(\delta'/2), j+y+(\delta/2))}{B(i+(\delta'/2), j+(\delta/2))}. \] (6.4)

6.3. Mixture coefficients

We now check using formula (4.40) that \( \sum_{0 \leq k \leq i, 0 \leq j \leq i} \alpha_{i-k,j-i-l}^{i-j-1}(t) = 1. \) By interchanging sums and setting \( k' = k, l' = k + l \), we first get

\[ \sum_{0 \leq k \leq i, 0 \leq j \leq i} \alpha_{i-k,j-i-l}^{i-j-1}(t) = \sum_{l' = 0}^{i} p(i,j-i)a_{j-1}\ldots a_{j-l+1}B_{l}(a_{j}, \ldots, a_{j-1}), \]

where

\[ p(i,j-i) = \sum_{0 \leq k' \leq i, 0 \leq j' \leq j-i} \binom{i}{k'} \binom{j-i}{j'} \]
We recognize the sum of hypergeometric probabilities so that \( p(i, j - i) = 1 \). There remains to prove that, for all \( i \geq 0 \),

\[
\sum_{0 \leq k \leq i} a_{i-k,0}(t) = \sum_{k=0}^{i} a_ia_{i-1} \ldots a_{i-k+1}B_t(a_i, \ldots, a_{i-k}) = 1.
\]

We fix \( i \). Looking at (4.19) and interchanging sums, we have to check that

\[
\sum_{j=0}^{i} H_{i-j} \exp(-a_{i-j}t) = 1,
\]

where, for \( j = 0,1,\ldots, i \),

\[
H_{i-j} = \sum_{k=j}^{i} L_k^j
\]

and

\[
L_k^j = (-1)^{k+j} \frac{a_ia_{i-1} \ldots a_{i-k+1}}{\prod_{0 \leq l \leq k, l \neq j} |a_{i-j} - a_{i-l}|}.
\]

Since \( a_0 = 0 \) and \( H_0 = (-1)^2a_ia_1/a_i = 1 \), we have \( H_0 \exp(-a_0t) = 1 \). So we must prove that, for all \( j = 0,1,\ldots, i-1, H_{i-j} = 0 \). Denote by \( D_k^j \) the denominator of \( L_k^j \):

\[
D_k^j = (a_i - a_{i-j}) \ldots (a_{i-j+1} - a_{i-j})(a_{i-j} - a_{i-j-1}) \ldots (a_{i-j} - a_{i-k}).
\]

It is easy to prove by induction (on \( k \)) that, for \( k = j - 1,\ldots, j+1 \),

\[
L_{j+1}^{j} := L_k^j + L_{k-1}^j + \ldots + L_{k-1}^j = (-1)^{k+j} \frac{a_ia_{i-j} \ldots a_{i-k+1}}{D_{k-1}^j},
\]

where the notation : means that the term is absent. The formula for \( k = j+1 \) yields

\[
L_{j+1}^{j} = (-1)^{2j+1} \frac{a_ia_{i-j+1}}{D_j^j} = -L_j^j.
\]

This gives \( H_{i-j} = 0 \) (see (6.5)) for all \( j = 0,1,\ldots, i-1 \).

6.4. Spectral approach

The transition density \( p_t(x,y) \) of (1.1) can be expressed using the spectral decomposition of the operator \( P_t \). Consider equation (1.1) and set \( z(t) = 2x(t) - 1 \). Then,

\[
dz(t) = [-\delta(1+z(t)) + \delta'(1-z(t))]dt + (1-z^2(t))^{1/2}dW_t.
\]

This is a Jacobi diffusion process. Let us set

\[
\alpha = \frac{\delta}{2} - 1, \beta = \frac{\delta'}{2} - 1.
\]

Then, for \( n \geq 0 \), \( u(z) = P^{\alpha,\beta}_n(z) \) with

\[
P^{\alpha,\beta}_n(z) = \frac{(-1)^n}{2^n n!} (1-z)^{-\alpha} (1+z)^{-\beta} \frac{d^n}{dz^n} [(1-z)^{n+\alpha}(1+z)^{n+\beta}],
\]

(6.7)
is solution of
\[
(1 - z^2)u'' + [\beta - \alpha - (\alpha + \beta + 2)z]u' = -n(n + \alpha + \beta + 1)u.
\] (6.8)

The function (6.7) is the Jacobi polynomial of degree \(n\) with indexes \((\alpha, \beta)\). The sequence \(P_{n}^{\alpha,\beta}(z), n \geq 0\) is an orthogonal family with respect to the weight function \(\rho(z) = (1 - z)^{\alpha}(1 + z)^{\beta}1_{(-1,1)}(z)\). After normalization, it constitutes an orthonormal basis of \(L^2(\rho(z)dz)\) (see e.g. [7] p. 96-97) or ([8] p. 37). Now, we set \(h(x) = u(2x - 1)\) in (6.8) and get:
\[
2x(1-x)h'' + [\beta - \alpha - (\alpha + \beta + 2)(2x - 1)]h' = -2n(n + \alpha + \beta + 1)h.
\]

Using the relations (6.6), we obtain:
\[
2x(1-x)h'' + [-\delta x + \delta'(1-x)]h' = -n(2(n - 1) + \delta + \delta')h.
\]

Hence, \(Lh = -a_n h\) where \(L\) is the infinitesimal generator of (1.1). For \(n \geq 0\), the sequence
\[
Q_n(x) = P_n^{\delta - 1, \delta - 1}(2x - 1)
\]
is the sequence of eigenfunctions of \(L\). The eigenvalue associated with \(Q_n\) is \(-a_n\). The transition operator \(P_t\) has the same sequence of eigenfunctions, and the eigenvalues are \((\exp(-a_n t))\). We have:
\[
Q_n(x) = \frac{(-1)^n}{n!} x^{(\delta - 1)}(1-x)^{-(\delta + 1)} \frac{d^n}{dx^n} [(1 - x)^n x^{\delta - 1}].
\]

Each polynomial \(Q_n\) is of the form (see (4.2))
\[
Q_n(x) = \sum_{i=0}^{n} c_{i,n-i} h_{i,n-i}(x).
\] (6.9)

And each \(h_{i,j-i}\) can be developed as
\[
h_{i,j-i} = \sum_{k=0}^{j} d_{k}^{i,j-i} Q_k,
\]
with \(d_{k}^{i,j-i} = c_{k}^{-1/2} \int_{0}^{1} h_{i,j-i}(x)Q_k(x)\pi(x)dx\) and \(c_{k} = \int_{0}^{1} Q_k^2(x)\pi(x)dx\). Since \(P_t Q_k = \exp(-a_k t)Q_k\),
\[
P_t h_{i,j-i} = \sum_{k=0}^{j} \exp(-a_k t) d_{k}^{i,j-i} Q_k.
\]

This approach requires the computation of the coordinates \(d_{k}^{i,j-i}\) and of the coefficients \(c_{i,j,k-i}\) of (6.9). Our method gives directly the expression of \(P_t h_{i,j-i}\).

Let us notice that the transition density of (1.1) has the following expression:
\[
p_t(x, y) = \pi(y) \sum_{n=0}^{+\infty} \exp(-a_n t)Q_n(x)Q_n(y)c_{n}^{-1},
\] (6.10)
as explained in [5]. Therefore, by using the expression (6.9) and some computations, it is possible to prove that this transition satisfies also condition (T1) of [4]. More precisely, this transition can be expressed as an infinite mixture of distributions of the class \(\mathcal{F}\).

This property has the following consequence. Suppose that the initial variable in (1.1) is deterministic \(x(0) = x_0\). Then, \(x(t_1)\) has distribution \(P_{t_1}(x_0, x)\). This distribution belongs to the extended class \(\mathcal{F}\) composed of infinite mixtures of distributions of \(\mathcal{F}\). We can apply our results to the extended class: the filtering, prediction or smoothing distributions all belong to \(\mathcal{F}\).