AVERAGING METHOD FOR DIFFERENTIAL EQUATIONS PERTURBED 
BY DYNAMICAL SYSTEMS
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Abstract. In this paper, we are interested in the asymptotical behavior of the error between the 
solution of a differential equation perturbed by a flow (or by a transformation) and the solution of the 
associated averaged differential equation. The main part of this redaction is devoted to the ascertainment 
of results of convergence in distribution analogous to those obtained in [10] and [11]. As in [11], 
we shall use a representation by a suspension flow over a dynamical system. Here, we make an assumption of multiple decorrelation in terms of this dynamical system. We show how this property can be 
verified for ergodic algebraic toral automorphisms and point out the fact that, for two-dimensional 
dispersive billiards, it is a consequence of the method developed in [18]. Moreover, the singular case of 
a degenerated limit distribution is also considered.
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1. Introduction

1.1. Description of the problem

Let \((M, \mu)\) be a probability space endowed with a measurable flow \((Y_t)_{t \geq 0}\) preserving \(\mu\). Let \(f : \mathbb{R}^d \times M \rightarrow \mathbb{R}^d\) be a measurable function, uniformly bounded and uniformly Lipschitz continuous in the first parameter. The space \(M\) may be a compact set, \(\mu\) a Borel measure, \((Y_t)_{t \geq 0}\), a continuous flow (i.e. \((t,y) \rightarrow Y_t(y)\) is continuous) and \(f\) a continuous function. Actually, we shall make weaker assumptions. We are interested in the study of the behavior of the stochastic processes \((X_t(x, \cdot))_{t \geq 0}\) solution of the following differential equation (perturbed by \((Y_t))_{t}:

\[
\frac{dX_t^\varepsilon(x, y)}{dt} = f \left( X_t^\varepsilon(x, y), Y_t(y) \right),
\]

with the initial condition \(X_0^\varepsilon(x, y) = x\). Here, \(\varepsilon > 0\) is a small parameter. We can see the first variable as a slow variable and the second as a fast one. We approximate the process \((X_t^\varepsilon(x, \cdot))_{t \geq 0}\) by the solution \((W_t(x))_{t}\) of the associated averaged differential equation:

\[
\frac{dW_t}{dt}(x) = \bar{f} (W_t(x)) = \int_M f(W_t(x), y') \, d\mu(y'),
\]

with the initial condition \(W_0(x) = x\). Our goal is to establish results of convergence in distribution for the family of stochastic processes \(((E_t^\varepsilon(x, \cdot) := X_t^\varepsilon(x, \cdot) - W_t(x))_{t \geq 0}\) when \(\varepsilon\) goes to 0. Such results have been obtained by Khas’minskii [10] under an assumption of mixing of processes. As Kifer in [11], we use a representation of the system \((M, \mu, (Y_t)_{t})\) by a suspension flow defined over a dynamical probabilised system \((\Omega, \nu, \sigma)\) by a bounded measurable function \(\tau : \Omega \rightarrow ]0; +\infty[\). This leads us to the study of processes \(((e_t^\varepsilon(x, \cdot) = x_t^\varepsilon(x, \cdot) - w_t(x))_{t}\) where \((x_t^\varepsilon(x, \omega))_{t}\) (continuous, piecewise \(C^1\) and \((w_t(x))_{t}\), are the solutions of the following differential equations:

\[
\frac{dx_t^\varepsilon(x, \omega)}{dt} = F \left( x_t^\varepsilon(x, \omega), \sigma(t) \right) \quad \text{and} \quad \frac{dw_t}{dt}(x) = \bar{F} (w_t(x)) = \int_\Omega F (w_t(x), \omega') \, d\nu(\omega'),
\]

(1.1.3)

(the first differential equation of (1.1.3) holding only for \(t \in \mathbb{R} \setminus \mathbb{Z}\) with the initial conditions \(x_0^\varepsilon(x, \omega) = w_0(x) = x\), where \(F : \mathbb{R}^d \times \Omega \rightarrow \mathbb{R}^d\) is a measurable function, uniformly bounded and uniformly Lipschitz continuous in the first parameter. In [11], Kifer proves the convergence in distribution of \(\left( \frac{X_t^\varepsilon(x, \omega)}{\sqrt{\nu}} \right)_{0 \leq t \leq T_b}\) and \(\left( \frac{E_t^\varepsilon(x, \omega)}{\sqrt{\nu}} \right)_{0 \leq t \leq T_b}\)
(for any real number $T_0 > 0$) under an hypothesis of $\alpha$-mixing of filtrations for the system $(\Omega, \nu, \sigma)$. This method cannot be applied to quasi-hyperbolic algebraic toral automorphisms (at least for filtrations generated by the most classical method). The main purpose of our paper is to prove that Kifer’s results are still true under an hypothesis of multiple decorrelation with exponential rate.

First, we shall establish general results for a transformation (Sect. 2) and for a suspension flow (Sect. 3). In Section 4, we give examples to which the method developed in the two previous sections can be applied (algebraic toral automorphisms, billiard). Moreover, we discuss about Kifer’s method and our method, in a comparative way. Finally, in Section 5, we give estimations for $\sup_{0 \leq t \leq T_0} \|e^t(x, \cdot)\|_1$ and for $\sup_{0 \leq t \leq T_0} \|E^t(x, \cdot)\|_1$ when the limit distribution is degenerated. In this study, we use results of regularity for solutions of a coboundary equation.

This paper (except Sect. 5.3.2) is part of a thesis [14]. Some details of proofs have been removed. Our main example, the billiard flow, has been studied in detail in the first part of [14] (see [5–7, 17]).

1.2. Some definitions and notations

Let $E$ be a set, $g : \mathbb{R}^d \times E \to \mathbb{R}^d$ be a function and $k \geq 1$ be an integer. We denote by $D_1^k g$ the $k$th differential in the first variable when it is defined.

If $E$ is a topological space, $g$ is said to be $C^k_b$ if $g$ is continuous, uniformly bounded, $C^k$ in the first variable and if its differentials $D_1 g, D_1^2 g, \ldots, D_1^k g$ are continuous and uniformly bounded.

If $E$ is a measurable space, $g$ is said to be $C^k_c$ if $g$ is measurable, uniformly bounded, $C^k$ in the first variable and if $D_1 g, D_1^2 g, \ldots, D_1^k g$ are measurable and uniformly bounded.

Let $h : \mathbb{R}^d \to \mathbb{R}^d$. We denote by $Dh$ the differential of $h$ and $Jh$ its Jacobian determinant.

We endow $\mathbb{R}^d$ with the norm $|\cdot|$ of the supremum in the canonical basis. If $g : E \to \mathbb{R}^d$ is a measurable function defined on a probabilised space, we write $\|g\|_k := \|g\|_{L_k}$, for any real $k \in [1; +\infty[$ and $\|g\|_\infty := \sup_{\omega \in E} |g(\omega)|$.

2. AVERAGING METHOD FOR A TRANSFORMATION: GENERAL RESULTS

2.1. Hypotheses and main result

Let $(\Omega, \nu, \sigma)$ be a (probabilised) dynamical system (i.e. $(\Omega, \nu)$ is a probabilised space endowed with a transformation $\sigma : \Omega \to \Omega$ preserving the probability measure $\nu$). Let a measurable function $F : \mathbb{R}^d \times \Omega \to \mathbb{R}^d$ uniformly bounded and uniformly Lipschitz continuous in the first parameter be given. We shall write $\tilde{F}(x) := \int_\Omega F(x, \omega) d\nu(\omega)$, $\tilde{F}_i(x) := F(x, \omega) - \tilde{F}(x)$ and $\tilde{F}_i$ the $i$th coordinate of $\tilde{F}$. We are interested in the study of the process $(e^t(x, \cdot) = x_t(x, \cdot) - w_t(x))$, given by (1.1.3) with the initial conditions $x_0(x, \cdot) = w_0(x) = x$. This problem may be considered independently of the averaging problem in terms of flow. In particular, we mention the existence of an algorithmic (iterative) version (c.f. [11]), the study of which leads us to the study of processes $(x_t(x, \cdot))$ and of $(w_t(x))$. Kifer has studied the problem when the dynamical system satisfies an $\alpha$-mixing condition. Here we shall make an assumption of multiple decorrelation. Despite its technical complications, we shall see that the method developed here can be applied to several examples (c.f. Sect. 4).

Definition 2.1.1. We say that a normed vector space $(V, \|\cdot\|)$ of measurable and uniformly bounded real-valued functions defined on $\Omega$, such that $\|\cdot\|_\infty \leq \|\cdot\|$, containing the constant functions satisfies the multiple decorrelation property if the following condition holds:

For any integers $m \geq 1$ and $m'_i \geq 1$, for any real number $r > 1$, there exist two constants $C_r = C_{r, m, m'} > 0$ and $\alpha_r = \alpha_{r, m, m'} \in [0, 1]$ such that, for any integer $N \geq 0$, any increasing sequences of positive integers $(k_1, \ldots, k_m)$ and $(l_1, \ldots, l_{m'})$ and any functions $G_1, \ldots, G_m, H_1, \ldots, H_{m'}$ belonging to $V$, we have

$$\left| \text{Cov} \left( \prod_{i=1}^m G_i \circ \sigma^{k_i}; \prod_{j=1}^{m'} H_j \circ \sigma^{N+l_j} \right) \right| \leq C_r \left( \prod_{i=1}^m \|G_i\| \right) \left( \prod_{j=1}^{m'} \|H_j\| \right) \alpha_r^{N-r \max (k_i, m, l_j)}.$$
In the following, the fact that the real number \( r > 1 \) can be taken as close to 1 as we want is very important. We can notice that, in the following, this multiple decorrelation property with exponential rate \( (\alpha_r \sqrt{N - r \max(k_m, l_m)}) \) may be replaced by a multiple decorrelation property with “sub-exponential” rate \( (\alpha_r \sqrt{N - r \max(k_m, l_m)}) \) or, even, “over-polynomial” rate \( (f_{r,m,m'}(N - r \max(k_m, l_m))) \) with \( \lim_{n \to +\infty} n^p f_{r,m,m'}(n) = 0 \), for any \( p \geq 0 \), any \( m, m' \geq 1 \) and any real number \( r > 1 \). Those weaker forms shall not be useful for the examples considered in the following. We can observe that, for our examples, \( C_{r,m,m'} \) and \( \alpha_{r,m,m'} \) depend neither on \( m \) nor on \( m' \).

Moreover, we notice that, in the following, this multiple decorrelation property can be replaced by a condition of the following kind:

\[
\left| \text{Cov} \left( \prod_{i=1}^{m} G_i \circ \sigma^{k_i}; \prod_{j=1}^{m'} H_j \circ \sigma^{N+l_j} \right) \right| \leq C_r \left( \prod_{i=1}^{m} \| G_i \| \right) \left( \prod_{j=1}^{m'} \| H_j \| \right) \alpha_r^{N-r_0 k_m},
\]

for some \( C > 0 \), some \( \alpha \in [0; 1] \) and some \( r_0 > 1 \) (cf. Prop. 4.2.1 for the billiard system).

**Hypothesis 2.1.2.** The function \( F : \mathbb{R}^1 \times \Omega \to \mathbb{R}^d \) is \( C^2 \) (i.e. measurable, uniformly bounded, \( C^2 \) in the first parameter with differentials \( D_t F \) and \( D_t^2 F \) measurable and uniformly bounded).

Moreover, the set of functions \( \tilde{F}_i(x, \cdot) \) (with \( x \in \mathbb{R}^d \) and \( i = 1, \ldots, d \)) is contained in a normed vector space \( (V, \| \cdot \|) \) satisfying the multiple decorrelation property and \( \tilde{F} \) satisfies the following condition:

\[
\| \tilde{F} \| := \sup_{x \in \mathbb{R}^d} \sup_{i=1, \ldots, d} \| \tilde{F}_i(x, \cdot) \| < +\infty.
\]

We fix a real number \( T_0 > 0 \). The main result of this part is the following:

**Theorem 2.1.3.** Under Hypothesis 2.1.2, for any integer \( L \geq 1 \), we have

\[
\sup_{0 < \varepsilon < 1} \sup_{x \in \mathbb{R}^d} \sup_{0 \leq t \leq T_0} \left\| e_t^\varepsilon(x, \cdot) \right\| < +\infty.
\]

Moreover, for any \( x \in \mathbb{R}^d \), the family of processes \( \left( \varepsilon^{-\frac{1}{2}} e_t^\varepsilon(x, \cdot) \right)_{0 \leq t \leq T_0} \) converges in distribution (for \( \nu \) and for the uniform topology on \( C([0, T_0]) \)), when \( \varepsilon \) goes to 0, to the Gaussian process \( e_t^0(x, \cdot) \), \( 0 \leq t \leq T_0 \) solution of

\[
e_t^0(x, \cdot) = v_t(x, \cdot) + \int_0^t D\tilde{F}(w_s(x)) \cdot e_s^0(x, \cdot) \, ds,
\]

where \( \{v_t(x, \cdot)\}_t \) is a continuous Gaussian process with independent increments, centered and such that:

\[
\text{Cov}(v_t(x, \cdot)) = \left( \int_0^t a_{i,j}(w_s(x)) \, ds \right)_{i,j},
\]

with \( a_{i,j}(x) := \lim_{t \to +\infty} \frac{1}{t} \int_0^t \int_0^t \mathbb{E}_x \left[ \tilde{F}_i(x, \sigma^{[s]}(\cdot)) \cdot \tilde{F}_j(x, \sigma^{[s]}(\cdot)) \right] \, ds 
\]

We see that \( \{e_t^0(x, \cdot)\}_t \) is given by \( e_t^0(x, \cdot) = v_t(x, \cdot) + \int_0^t D\tilde{F}(w_s(x)) e_s^0(x, \cdot) \, ds \). Thus, by Itô formula, we have \( \langle e_t^0(x, \cdot), e_t^0(x, \cdot) \rangle_{t \geq 0} = \varepsilon \int_0^t D\tilde{F}(w_s(x)) e_s^0(x, \cdot) \, ds \). For any \( \varepsilon > 0 \) and any \( t \in [0; T_0] \), we denote by \( v_t^\varepsilon(x, \cdot) \) the random variable given by:

\[
v_t^\varepsilon(x, \omega) := \frac{1}{\sqrt{\varepsilon}} \int_0^t \tilde{F}(w_u(x), \sigma^{[s]}(\omega)) \, du = \sqrt{\varepsilon} \int_0^t \tilde{F}(w_u(x), \sigma^{[s]}(\omega)) \, du.
\]
The remainder of this section is devoted to the proof of Theorem 2.1.3. We shall see that the study of \((v^\varepsilon_t(x,\cdot))_t\) is useful for our purpose. In the following, we shall suppose that the dynamical system \((\Omega, \nu, \sigma)\) is invertible (let us recall that any dynamical system has an invertible extension).

2.2. Asymptotical behavior of covariances

Using Gronwall lemma, we get the following inequality.

**Remark 2.2.1.** For any \(t \in [0; T_0]\), any \(\varepsilon > 0\) and any \((x, \omega) \in \mathbb{R}^d \times \Omega\), we have

\[
\frac{1}{\sqrt{\varepsilon}} |v^\varepsilon_t(x,\omega)| \leq |v^\varepsilon_0(x,\omega)| + L_P \varepsilon e^{L_P T_0} \int_0^t |v^\varepsilon_s(x,\omega)| \, ds.
\]

From this, we get the first estimation of Theorem 2.1.3 for \(L = 2\) by proving that we have

\[
\sup_{0 < \varepsilon < 1} \sup_{x \in \mathbb{R}^d} \sup_{0 \leq t \leq T_0} \|v^\varepsilon_t(x,\cdot)\|_{L^2(\Omega, \nu)} < +\infty,
\]

which is a consequence of the fact that the following quantity is finite

\[
\sup_{i,j=1,\ldots,d} \sum_{n=-\infty}^{+\infty} \sup_{x,y \in \mathbb{R}^d} \left| \mathbb{E}_\nu \left[ F_i(x,\cdot) F_j(y,\omega^\nu(\cdot)) \right] \right|.
\]

Moreover, the two following results, which follow from [10,11], give additional information about the behavior of the family of processes \((v^\varepsilon_t(x,\cdot))_{0 \leq t \leq T_0_{\varepsilon > 0}}\) when \(\varepsilon\) goes to 0. Let \(G : \mathbb{R}^d \times \Omega \to \mathbb{R}^d\) be a measurable function, uniformly bounded, uniformly Lipschitz continuous in the first parameter and such that the following quantity is finite:

\[
K_G := \sup_{i,j=1,\ldots,d} \sum_{n=-\infty}^{+\infty} \sup_{x \in \mathbb{R}^d} \mathbb{E}_\nu |G_i(x,\cdot) G_j(y,\omega^\nu(\cdot))|.
\]

We then consider the processes \((V^\varepsilon_t(x,\cdot))_t\) given by

\[
V^\varepsilon_t(x,\omega) := \frac{1}{\sqrt{\varepsilon}} \int_0^t G(w_u(x),\sigma^{|\frac{u}{T_0}|}(\omega)) \, du = \sqrt{\varepsilon} \int_0^{\frac{t}{T_0}} G(w_u(x),\sigma^{|u|}(\omega)) \, ds.
\]

**Proposition 2.2.2 (cf. [11]).** For any \(i, j = 1,\ldots,d\) and any \(x \in \mathbb{R}^d\), the following quantity is well defined

\[
a_{i,j}(x) := \sum_{n=-\infty}^{+\infty} \mathbb{E}_\nu |G_i(x,\cdot) G_j(x,\omega^\nu(\cdot))|
\]

and, for any real numbers \(t_0, t > 0\) and any \(x \in \mathbb{R}^d\), we have

\[
\left| a_{i,j}(x) - \frac{1}{t} \int_{t_0}^{t_0+t} \int_{t_0}^{t_0+t} \mathbb{E}_\nu \left[ G_i(x,\omega^{|u|}(\cdot)) G_j(x,\omega^{|u|}(\cdot)) \right] \, du \right| \leq \frac{2K_G}{t}.
\]

**Proposition 2.2.3 (cf. [10]).** Let us suppose that \(K_G\) is finite. Then, for any \(i, j = 1,\ldots,d\), any \(x \in \mathbb{R}^d\) and any real numbers \(s, t\) satisfying \(0 < s < t\), we have

\[
\lim_{\varepsilon \to 0} \mathbb{E}_\nu \left[ (V^\varepsilon_t(x,\cdot) - V^\varepsilon_t(x,\cdot))_i \cdot (V^\varepsilon_s(x,\cdot) - V^\varepsilon_s(x,\cdot))_j \right] = \int_s^t a_{i,j}(w_u(x)) \, du.
\]
Sketch of the proof. We first notice that we have

$$E_{\nu} \left[ (V^\epsilon_t(x, \cdot) - V^\epsilon_s(x, \cdot))_i \cdot (V^\epsilon_t(x, \cdot) - V^\epsilon_s(x, \cdot))_j \right] = \epsilon \int_{\mathbb{Z}} \int_{\mathbb{Z}} \tilde{C}^{|u|, |v|}_{i,j}(u, v) \, du \, dv,$$

with $\tilde{C}^{|u|, |v|}_{i,j}(u, v) := E_{\nu} [ G_i(w_{xu}(x), \sigma^m(\cdot)) \cdot G_j(w_{xv}(x), \sigma^m(\cdot)) ].$ Let a real number $\gamma \in \left[ \frac{1}{2}, 1 \right]$ be fixed. We denote by $H_\epsilon$ the square $\left[ \frac{\epsilon}{2} ; \frac{\epsilon}{2} \right]^2$ and $n_\epsilon := \lfloor \epsilon^{-\gamma} \rfloor.$ For any integer $k = 0, \ldots, n_\epsilon,$ we write $s_{k, \epsilon} := \frac{k}{\epsilon} + \frac{k - \epsilon}{n_\epsilon}.$ We then consider the diagonal set $A_\epsilon := \bigcup_{k=0}^{n_\epsilon - 1} [s_{k, \epsilon}, s_{k+1, \epsilon}]^2.$ We have:

$$E \int_{H_\epsilon \setminus A_\epsilon} \left| \tilde{C}^{|u|, |v|}_{i,j}(u, v) \right| \, du \, dv \leq 2K_G \epsilon \eta_\epsilon$$

and

$$\epsilon \sum_{k=0}^{n_\epsilon - 1} \int_{s_{k, \epsilon}}^{s_{k+1, \epsilon}} \int_{s_{k, \epsilon}}^{s_{k+1, \epsilon}} \left| \tilde{C}^{|u|, |v|}_{i,j}(u, v) - \tilde{C}^{|u|, |v|}_{i,j}(s_{k, \epsilon}, s_{k, \epsilon}) \right| \, du \, dv \leq \frac{(t - s)^3}{\epsilon^2 n_\epsilon} 2L G \| F \|_{\infty} \| G \|_{\infty}.$$

Moreover, we have

$$\epsilon \int_{A_\epsilon} \tilde{C}^{|u|, |v|}_{i,j}(s_{k, \epsilon}, s_{k, \epsilon}) \, du \, dv - \frac{t - s}{n_\epsilon} \sum_{k=0}^{n_\epsilon - 1} a_{i,j}(w_{x_{s_{k, \epsilon}}(x)}) \leq 2K_G \epsilon \eta_\epsilon. \quad \Box$$

It remains to show the convergence in distribution (for $\nu$ and for the uniform topology on $C([0, T_0])$) of

$$\left( \left( \frac{Z^\epsilon_t(x, \cdot)}{\sqrt{\epsilon}} \right)_{0 \leq t \leq T_0} \right)_{\epsilon > 0}$$

to a Gaussian process (when $\epsilon$ goes to 0). First, we study the asymptotical behavior in distribution of $((v_t^\epsilon(x, \cdot))_{0 \leq t \leq T_0})_{\epsilon > 0}.$

### 2.3. Convergence in distribution of $(\nu)$

We consider a function $G$ satisfying the following assumption:

**Hypothesis 2.3.1.** The function $G : \mathbb{R}^d \times \Omega \to \mathbb{R}^d$ is measurable, uniformly bounded, uniformly $L_G$-Lipschitz continuous in the first variable. Moreover, the functions $G_i(x, \cdot)$ (for $x$ in $\mathbb{R}^d$ and $i = 1, \ldots, d$) are $\nu$-centered, are contained in a normed vector space $(V, \| \cdot \|)$ satisfying the multiple decorrelation property, and $G$ satisfies the following condition:

$$\| G \| := \sup_{x \in \mathbb{R}^d} \sup_{i = 1, \ldots, d} \| G_i(x, \cdot) \| < +\infty.$$

We consider again the processes $(V^\epsilon_t(x, \cdot))_t$ defined by $V^\epsilon_t(x, \omega) = \frac{1}{\sqrt{\epsilon}} \int_0^t G(w_{xu}(x), \sigma^{|\cdot|}(\omega)) \, du.$

**Theorem 2.3.2.** Under Hypothesis 2.3.1, for any $x$ in $\mathbb{R}^d,$ the family of processes $((V^\epsilon_t(x, \cdot))_{0 \leq t \leq T_0})_{\epsilon > 0}$ converges in distribution (for $\nu$ and for the uniform topology on $C([0, T_0])$), when $\epsilon$ goes to 0, to a continuous Gaussian process $(V_t(x, \cdot))_{0 \leq t \leq T_0}$ centered, with independent increments and such that:

$$\text{Cov}(V_t(x, \cdot)) = \left( \int_0^t a_{i,j}(w_s(x)) \, ds \right)_{i,j},$$

with $a_{i,j}(x) := \lim_{t \to +\infty} \frac{1}{t} \int_0^t \int_0^t E_{\nu} [ G_i(x, \sigma^{|s|}(\cdot)) \cdot G_j(x, \sigma^{|u|}(\cdot)) ] \, ds \, du.$
To show this theorem, we shall first establish the property of tightness for each family of processes \( (V_t^\varepsilon(x, \cdot))_{0 \leq t \leq T_\varepsilon} \); then we shall identify the cluster values (for the convergence in distribution for \( \nu \) and for the uniform topology on \( C([0, T_\varepsilon]) \)) by proving a result of convergence in the sense of the finite distributions.

**A result of tightness**

**Proposition 2.3.3.** Under Hypothesis 2.3.1, for any \( x \) in \( \mathbb{R}^d \), the family of processes \( (V_t^\varepsilon(x, \cdot))_{0 \leq t \leq T_\varepsilon} \) is tight.

**Proof.** According to Kolmogorov’s criterion (cf. [16], for example), it is enough to show that we have:

\[
\sup_{0 < \varepsilon < 1} \sup_{0 \leq t \leq T_\varepsilon} \frac{1}{h^2} \| V_{t+h}^\varepsilon(x, \cdot) - V_t^\varepsilon(x, \cdot) \|_4^4 < +\infty.
\]

We write \( N_{t,h} := \left[ \frac{t+h}{\varepsilon} \right] - \left[ \frac{t}{\varepsilon} \right] \). The quantity \( \frac{1}{h^2} \| V_{t+h}^\varepsilon(x, \cdot) - V_t^\varepsilon(x, \cdot) \|_4^4 \) is less than the following quantity:

\[
\frac{\varepsilon^2}{h^2} \sum_{n_1, n_2, n_3, n_4 = 0}^{N_{t,h} - 1} \int_{n_1}^{n_1+1} \int_{n_2}^{n_2+1} \int_{n_3}^{n_3+1} \int_{n_4}^{n_4+1} \left| E_\nu \left[ \prod_{j=1}^4 G_i \left( w_{\varepsilon \left( \frac{x}{\varepsilon} + u_j \right)}(x), \sigma_{n_j}^r \right) \right] \right| du,
\]

with \( du = du_1 du_2 du_3 du_4 \). We conclude by the following lemma. \( \square \)

**Lemma 2.3.4.** Let \( (V, \| \cdot \|) \) be a normed vector space satisfying the multiple decorrelation property. Let an integer \( L \geq 1 \) and two real numbers \( M_{\infty} > 0 \) and \( M > 0 \) be given. We denote by \( E_{L, M_{\infty}, M} \) the set of functions \( H = (H^{(1)}, \ldots, H^{(L)}) \in V^L \) satisfying:

\[
\forall i = 1, \ldots, L, \quad \left\| H^{(i)} \right\|_{\infty} \leq M_{\infty}, \quad \left\| H^{(i)} \right\|_W \leq M, \quad E_\nu \left[ H^{(i)} \right] = 0.
\]

We have

\[
\sup_{N \geq 1} \frac{1}{N^2} \sum_{n_1, \ldots, n_L = 0}^{N-1} \sup_{H \in E_{L, M_{\infty}, M}} \left| H^{(1, \ldots, L)} \right| < +\infty, \quad \text{with} \quad H^{(1, \ldots, L)} := E_\nu \left[ \prod_{k=1}^L H^{(k)} \circ \sigma^L \right].
\]

**Proof.** This result is based on the multiple decorrelation property and on a classical combinatorial argument. We define

\[
B_{L,N} := \sum_{0 \leq I_1, \ldots, I_L \leq N-1} \sup_{H \in E_{L, M_{\infty}, M}} \left| H^{(1, \ldots, L)} \right|,
\]

for any integers \( L \geq 1 \) and \( N \geq 1 \). We shall show, inductively on \( L \geq 1 \), that we have \( \sup_{N \geq 1} N^{-\frac{L}{2}} B_{p,N} < +\infty \) for any integer \( p = 1, \ldots, L \). We first notice that this is true for \( L = 2 \). Indeed, we have \( \sup_{N \geq 1} B_{1,N} = 0 \) and \( \sup_{N \geq 1} N^{-1} B_{2,N} \leq \sup_{N \geq 1} \frac{1}{N} \sum_{k=1}^N C_{r,1,1} M^2 (\sigma_{r,1,1})^{k-1} < +\infty \).

Let us suppose that the result is true for an integer \( L \geq 2 \) and show that then it is also true for \( L + 1 \). Let \( N \geq 1 \) be an integer. For all finite sequence \( l = (l_1, \ldots, l_{L+1}) \in \{0, \ldots, N-1\}^{L+1} \), we denote by \( \alpha(i) = \alpha(i)(l) \) the index of the \( i \)th smallest component of \( l \):

\[
\alpha(1) := \min \{ j : l_j \leq l_k, \forall k \}
\]

\[
\alpha(i + 1) := \min \{ j \neq \alpha(1), \ldots, \alpha(i) : l_j \leq l_k, \forall k \neq \alpha(1), \ldots, \alpha(i) \}.
\]

For any \( i = 1, \ldots, L + 1 \), we denote by \( m_i = m_i(l) = l_{\alpha(i)} \) the \( i \)th smallest component of \( l \). We then have

\[
B_{L+1,N} = \sum_{I_0} \sup_{H \in E_{L+1, M_{\infty}, M}} \left| H^{(L+1)}_{m(1, \ldots, m_{L+1})} \right|.
\]

We denote, for any \( i = 0, \ldots, L \), \( k_i := m_{i+1} - m_i \). Let \( \beta \) be a
real number in $]0; \frac{L-1}{2r}[$. We fix a real number $r > 1$ (small enough) such that we have:

$$\frac{r^L}{4r-1} \leq \frac{1}{2} \quad \text{and} \quad 1 + r - r^{L-j+1} - \frac{r^{L-j+1}}{4r-1} \geq \frac{1}{2},$$

for any $j = 1, \ldots, L - 1$. We write $C_r := \sup_{m+m' = L+1} C_{r,m,m'}$. We define the following sets:

\begin{align*}
E^{(L+1)} := & \{ l = (l_1, \ldots, l_{L+1}) \in \mathbb{N}^L : 0 \leq l_1, \ldots, l_{L+1} \leq N - 1 \}, \\
E_{\beta,0}^{(L+1)} := & \{ l = (l_1, \ldots, l_{L+1}) \in E^{(L+1)} : k_j(l) - rk_{j-1}(l) \leq \frac{N^\beta}{4^j}, \forall j = 1, \ldots, L \}, \\
E_{\beta,L}^{(L+1)} := & \{ l = (l_1, \ldots, l_{L+1}) \in E^{(L+1)} : k_L(l) - rk_{L-1}(l) > \frac{N^\beta}{4^L} \}, \\
E_{\beta,j}^{(L+1)} := & \{ l = (l_1, \ldots, l_{L+1}) \in E^{(L+1)} \setminus \left( E_{\beta,1+j}^{(L+1)} \cup \cdots \cup E_{\beta,L}^{(L+1)} \right) : k_j(l) - rk_{j-1}(l) > \frac{N^\beta}{4^j} \},
\end{align*}

for any $j = 1, \ldots, L - 1$. We have $E^{(L+1)} = \bigcup_{j=0}^L E_{\beta,j}^{(L+1)}$. For any subset $B \subseteq E^{(L+1)}$, we denote

$$S(B) := \sum_{(l_1, \ldots, l_{L+1}) \in B} \sup_{H \in \mathcal{E}_{L+1,M_{\infty,M}}} \left| H_{l_1, \ldots, l_{L+1}}^{(L+1)} \right|.$$

We have $B_{L+1,N} = \sum_{j=0}^L S(E_{\beta,j}^{(L+1)})$.

1. In a first time, we give a bound for $\#E_{\beta,0}^{(L+1)}$. Let $l = (l_1, \ldots, l_{L+1})$ be in $E_{\beta,0}^{(L+1)}$. We show, inductively on $i$, that, for any integer $i = 1, \ldots, L$, we have $k_i \leq \sum_{l=1}^{i-1} r^{i-l} N^\beta$. Indeed, we have $k_1 \leq \frac{N^\beta}{4}$. Let us suppose the result true for $i - 1$ (for some $i = 2, \ldots, L$) and let us show that it is then still true for $i$. We have

$$k_i \leq rk_{i-1} + \frac{N^\beta}{4} \leq r \sum_{l=1}^{i-1} r^{i-l} N^\beta + \frac{N^\beta}{4} = \sum_{l=1}^{i-1} r^{i-l} N^\beta + \frac{N^\beta}{4}.$$

So, we have, for any $i = 1, \ldots, L$, $k_i = m_{i+1} - m_i \leq \sum_{l=1}^L r^{L-l} N^\beta \leq N^\beta \frac{L}{4r-1} \leq \frac{N^\beta}{2}$ and

$$S\left(E_{\beta,0}^{(L+1)}\right) \leq (L + 1)! \left( \frac{3M_{\infty}}{2} \right)^{L+1} N^{1+L\beta}.$$

Besides, we recall that we have $1 + L\beta < \frac{L+1}{2r}$.

2. If $l = (l_1, \ldots, l_{L+1}) \in E_{\beta,L}^{(L+1)}$ and $H \in \mathcal{E}_{L+1,M_{\infty,M}}$, then we have

$$\left| H_{l_1, \ldots, l_{L+1}}^{(L+1)} \right| \leq C_r M^{L+1} \alpha_{r,k_{L-1}(l)} \leq C_r M^{L+1} \alpha_{r,k_{L}(l)-rk_{L-1}(l)} \leq C_r M^{L+1} \alpha_{r,k_{L}(l)} \frac{N^\beta}{4^L},$$

according to the multiple decorrelation property. We get $S\left(E_{\beta,L}^{(L+1)}\right) \leq N^{L+1} C_r M^{L+1} \alpha_{r,N^\beta}^{(L+1)}.$
3. Let \( j = 1, \ldots, L - 1 \). If \( l = (l_1, \ldots, l_{L+1}) \in \mathcal{E}^{(L+1)}_{\beta,j} \) and \( H \in \mathcal{E}_{L+1,M_{\infty},M} \), then we have:

\[
|H_{l_1,\ldots,l_{L+1}}^{(1,\ldots,L+1)}| \leq \left| \text{Cov} \left( \prod_{i=1}^{j} H^{(\alpha(i))} \circ \sigma_{k_{i-1}}, \prod_{i=j+1}^{L+1} H^{(\alpha(i))} \circ \sigma_{k_{i-1}} \right) \right| + \left| H^{(\alpha(1),\ldots,\alpha(j))}_{m_1,\ldots,m_j} \right| , \left| H^{(\alpha(j+1),\ldots,\alpha(L+1))}_{m_{j+1},\ldots,m_{L+1}} \right|.
\]

By the multiple decorrelation property, we have

\[
\left| \text{Cov} \left( \prod_{i=1}^{j} H^{(\alpha(i))} \circ \sigma_{k_{i-1}}, \prod_{i=j+1}^{L+1} H^{(\alpha(i))} \circ \sigma_{k_{i-1}} \right) \right| \leq C_{r} M^{L+1} \alpha_{r} k_{j} - r \max(k_{j-1}, k_{L}, \ldots, k_{L+1})\).
\]

We have \( k_{j} - r k_{j-1} \geq \frac{N^{\beta}}{4r} \). For any \( i = j + 1, \ldots, L \), we have \( k_{i} \leq r k_{i-1} + \frac{N^{\beta}}{4r} \). We show, by a decreasing induction, that we have, for any \( i = j, \ldots, L \),

\[
k_{L} \leq r^{L-i} k_{i} + \sum_{l=1}^{L-i} r^{L-i-l} \frac{N^{\beta}}{4r^{l}}.
\]

Indeed, this is satisfied for \( i = L \). Let us suppose that this inequality is satisfied for an integer \( i \in \{j+1, \ldots, L\} \) and show that it is then true for \( i-1 \). Then, we have

\[
k_{L} \leq r^{L-i} k_{i} + \sum_{l=1}^{L-i} r^{L-i-l} \frac{N^{\beta}}{4r^{l}}
\]

\[
\leq r^{L-i} (r k_{i-1} + \frac{N^{\beta}}{4}) + \sum_{l=1}^{L-i} r^{L-i-l} \frac{N^{\beta}}{4r^{l}}
\]

\[
\leq r^{L-(i-1)} k_{i-1} + r^{L-(i-1)-1} \frac{N^{\beta}}{4(i-1)+1} + \sum_{l=1}^{L-i} r^{L-(i-1)-(l+1)} \frac{N^{\beta}}{4(i-1)+1}
\]

\[
\leq r^{L-(i-1)} k_{i-1} + \sum_{l=1}^{L-(i-1)} r^{L-(i-1)-l} \frac{N^{\beta}}{4(i-1)+1}.
\]

Using this inequality for \( i = j \), we get:

\[
k_{j} - r(k_{L} - k_{j}) \geq k_{j} - r \left( r^{L-j} k_{j} + \sum_{l=1}^{L-j} r^{L-j-l} \frac{N^{\beta}}{4r^{l}} - k_{j} \right)
\]

\[
\geq k_{j} (1 + r - r^{L-j}) - \sum_{l=1}^{L-j} r^{L-j-l+1} \frac{N^{\beta}}{4r^{l}}
\]

\[
\geq \frac{N^{\beta}}{4} \left( 1 + r - r^{L-j+1} - \sum_{l=1}^{L-j} \frac{r^{l}}{4r^{l}} \right)
\]

\[
\geq \frac{N^{\beta}}{4} \left( 1 + r - r^{L-j+1} - \frac{r^{L-j+1}}{4r-1} \right)
\]

\[
\geq \frac{N^{\beta}}{24} \geq \frac{N^{\beta}}{4L}.
\]
We recall that we have $B_{L+1,N} = \sum_{j=0}^{L+1} S \left( E^{(L+1)}_{\beta,j} \right)$. Furthermore, we have

$$
S \left( E^{(L+1)}_{\beta,0} \right) + S \left( E^{(L+1)}_{\beta,L} \right) \leq N^{\frac{L+1}{2}} \left( (L+1)! N^{1+L} \beta^\frac{L+1}{2} \left( \frac{3M_\infty}{2} \right)^{L+1} + C_r M^{L+1} \right) \alpha r^\alpha \frac{2}{\alpha r^\alpha}
$$

and, for any $j = 1, \ldots, L - 1$,

$$
\frac{1}{N^{\frac{L+1}{2}}} S \left( E^{(L+1)}_{\beta,j} \right) \leq C_r M^{L+1} \alpha r^\alpha \frac{2}{\alpha r^\alpha} + \frac{1}{N^{\frac{L+1}{2}}} \sum_{1 \leq i \leq E^{(L+1)}, \ H \in \mathbb{E}_{L+1,M_\infty,M}} \left| H^{(\alpha(1),\ldots,\alpha(L+1))} \right| \cdot \left| H^{(\alpha(j+1),\ldots,\alpha(L+1))} \right|
\leq C_r M^{L+1} \alpha r^\alpha \frac{2}{\alpha r^\alpha} + (L+1)! \frac{S \left( E^{(i)} \right) S \left( E^{(L+1-j)} \right)}{N^{\frac{L+1}{2}}}.
\square
$$

We notice that the proof of this result is based on the fact that the real number $r > 1$, appearing in the multiple decorrelation property, can be taken as close to 1 as we wish.

**Asymptotical behavior of finite distributions**

Now, we identify the cluster values of $\left( \left( \left( V^\varepsilon_{\beta}(x, \cdot), V^\varepsilon_{\beta}(x, \cdot) \right)_{0 \leq t \leq T_0} \right)_{\varepsilon > 0} \right)$ for the convergence in distribution (for $\nu$ and for the uniform topology on $C \left( \left[ 0, T_0 \right] \right)$). We start with the proof of the following result.

**Proposition 2.3.5.** Let $x$ be a point in $\mathbb{R}^d$ and two real numbers $s, t$ such that $0 < s < t$. The family of random variables $\left( V^\varepsilon_{\beta}(x, \cdot) - V^\varepsilon_{\beta}(x, \cdot) \right)_{\varepsilon > 0}$ converges in distribution for $\nu$ (when $\varepsilon$ goes to 0) to a Gaussian random variable $N$ centered, the covariance matrix of which is given by $\left( \int_{t}^{t} \alpha_{i,j}(w_u(x)) \, du \right)_{i,j}$.

The idea of the proof of this proposition is based on the following lemmas:

**Lemma 2.3.6** (Method of the moments). Let $(X_n)_n$ be a sequence of real random variables such that, for any integer $p \geq 1$, we have $\lim_{n \to +\infty} \mathbb{E}[(X_n)^p] = \mathbb{E}[N^p]$, where $N$ is a Gaussian random variable of distribution $\mathcal{N}(0, c)$ with $c \geq 0$. Then, $(X_n)_n$ converges in distribution to $N$.

Let $\beta$ be a vector in $\mathbb{R}^d$. We shall show that, for any integer $L \geq 1$, the moment of order $L$ of $\left( \left( \beta, V^\varepsilon_{\beta}(x, \cdot) - V^\varepsilon_{\beta}(x, \cdot) \right)_{\varepsilon > 0} \right)$ converges (as $\varepsilon$ goes to 0) to the moment of order $L$ of $\left( \beta, N \right)$, where $N$ is as in the statement of the proposition. According to Lemma 2.3.4, we first observe that, for any integer $L \geq 1$, we have

$$
\sup_{0 < t < s \in \mathbb{R}^d} \sup_{x \in \mathbb{R}^d} \left\| \frac{1}{\sqrt{t-s}} \sum_{k=0}^{\left\lfloor \frac{t-s}{2} \right\rfloor} \int_{\left[ \frac{t-s}{2} \right]}^{\left\lfloor \frac{t-s}{2} \right\rfloor + k} \langle \beta, G(w_{t-u}(x), \sigma^k(\omega)) \rangle \, du \right\|_L < +\infty
$$

and therefore

$$
\sup_{0 < t < s \in \mathbb{R}^d} \sup_{x \in \mathbb{R}^d} \left\| \frac{V^\varepsilon_{\beta}(x, \cdot) - V^\varepsilon_{\beta}(x, \cdot)}{\sqrt{t-s}} \right\|_L < +\infty.
$$

A consequence of this is the first result of Theorem 2.1.3:

$$
\sup_{0 < t < s \in \mathbb{R}^d} \sup_{x \in \mathbb{R}^d} \left\| \frac{c^\varepsilon(x, \cdot)}{\sqrt{\varepsilon}} \right\|_L < +\infty.
$$

In the same way, the following lemma shall be useful in the proof of the convergence in distribution.
Lemma 2.3.7. Under hypothesis of Lemma 2.3.4, we have, for any odd integer $p \geq 1$,

$$\lim_{N \to +\infty} \frac{1}{N^\frac{1}{p}} \sum_{n_1, \ldots, n_p=0}^{N-1} \sup_{H \in \mathcal{E}_p, \mathcal{M}_{\infty}, M} \left| H^{(1, \ldots, p)}_{n_1, \ldots, n_p} \right| = 0$$

and, for any even integer $p \geq 2$,

$$\lim_{N \to +\infty} \frac{1}{N^\frac{1}{p}} \sum_{l_1, \ldots, l_p=0}^{N-1} \sup_{H \in \mathcal{E}_p, \mathcal{M}_{\infty}, M} \left| \prod_{i=1}^{p} H^\alpha_{m_1, \ldots, m_{\alpha(i)-1}, \alpha(i)} \right| = 0,$$

where we denote by $\alpha(i) = \alpha(i)(l)$ the index of the $i$th smallest component of the integer vector $l = (l_1, \ldots, l_p)$:

$$\alpha(1)(l) := \min\{ j = 1, \ldots, p : l_j \leq l_k, \forall k \}$$

and, for any $i = 1, \ldots, p$, $m_i = m_i(l) := l_{\alpha(i)}$.

Proof. We show this result inductively on $p$. It is true for $p = 1$ and $p = 2$. Let us suppose it true for any $p = 1, \ldots, L$, for some integer $L \geq 2$ and let us show that it is then true for $L + 1$. Let $r > 1$ be a real number as in the proof of the previous lemma. We use the notations introduced in the proof of the previous lemma.

If $L + 1$ is odd, then, according to the proof of Lemma 2.3.4, we have $\lim_{N \to +\infty} \frac{1}{N^\frac{1}{L+1}} S \left( E^\alpha_{L+1} \right) = 0$ and

$$\frac{S \left( E^\alpha_{L+1} \right)}{N^\frac{1}{L+1}} \leq C_r M^{L+1} N^\frac{L+1}{L+2} \alpha_r N^\frac{\beta}{\alpha} + (L + 1)! \frac{S(E^{(j)}) S(E^{(L+1-j)})}{N^\frac{1}{L+1}} \alpha_r N^\frac{\beta}{\alpha},$$

for any integer $j = 1, \ldots, L$. If $j$ is even, then $L + 1 - j$ is odd and then, according to Lemma 2.3.4 and to the induction hypothesis, we have $\sup_{N \geq 1} \frac{S(E^{(j)})}{N^\frac{1}{L+1}} < +\infty$ and $\lim_{N \to +\infty} \frac{S(E^{(L+1-j)})}{N^\frac{1}{L+1}} = 0$. In the same way, if $j$ is odd, we have $\lim_{N \to +\infty} \frac{S(E^{(j)})}{N^\frac{1}{L+1}} = 0$ and $\sup_{N \geq 1} \frac{S(E^{(L+1-j)})}{N^\frac{1}{L+1}} < +\infty$.

We suppose that $L + 1$ is even. For any subset $B \subseteq E^{(L+1)}$, we denote by $S_0(B)$ the following quantity

$$S_0(B) := \sum_{l \in B} \sup_{H \in \mathcal{E}_{L+1}, \mathcal{M}_{\infty}, M} \left| H^{(\alpha(1), \ldots, \alpha(L+1))}_{m_1, \ldots, m_{L+1}} - \prod_{i=1}^{L+1} H^\alpha_{m_{2i-1}, \alpha(2i)} \right|.$$
with \( k_i := m_{i+1} - m_i \). Indeed, we have

\[
C_H^{(j)}(m_1, \ldots, m_{L+1}) = \left| \text{Cov}\left( \prod_{i=1}^{j} H^{(\alpha(i))} \sigma^{k_{i-1}}, \prod_{l=1}^{L+1-j} H^{(\alpha(j+l))} \sigma^{(k_{j+l-1}-k_l)+k_l} \right) \right|
\]

\[
\leq M^{L+1} C_r \alpha_r k_{j-r} \max(k_{j-1}, k_{L-k_l})
\]

\[
\leq M^{L+1} C_r \alpha_r^{N/2}. 
\]

• Let us suppose that \( j \) is odd. Then, we have

\[
\frac{1}{N^{L+1}} \sum_{l \in E_{\beta,j}^{(L+1)}} \sup_{H \in E_{L+1, M_{\infty}, M}} \left| \prod_{i=1}^{L+1} H^{(\alpha(2i-1), \alpha(2i))} \right| \leq \frac{1}{N^{L+1}} M_{L-1}^{L-1} \sup_{l \in E_{\beta,j}^{(L+1)}} \left| \prod_{i=1}^{L} H^{(\alpha(j), \alpha(j+1))} \right|
\]

\[
\leq \frac{1}{N^{L+1}} M_{L-1}^{L-1} \sum_{l \in E_{\beta,j}^{(L+1)}} C_r M^2 \alpha_r^{N/2}
\]

\[
\leq C_r M^{L-1} M^2 N^{L+1} \alpha_r^{N/2}.
\]

Thus, we have \( \lim_{N \to +\infty} \frac{S_0(\beta, j)}{N^{L+1}} = 0 \).

• Let us suppose that \( j \) is even. Then, we have

\[
\frac{1}{N^{L+1}} \sum_{l \in E_{\beta,j}^{(L+1)}} \sup_{H \in E_{L+1, M_{\infty}, M}} \left| \prod_{i=1}^{L} H^{(\alpha(2i-1), \alpha(2i))} - \prod_{i=1}^{L} H^{(\alpha(2i-1), \alpha(2i))} \right| \leq (L+1)! \frac{S_0(\beta, j)}{N^{L+1}} \frac{S(E^{(L+1-j)})}{N^{L+1}}.
\]

Now, according to the foregoing and to the induction hypothesis, we have \( \lim_{N \to +\infty} \frac{S_0(E^{(j)})}{N^{L+1}} = 0 \) and \( \sup_{N \geq 1} \frac{S(E^{(L+1-j)})}{N^{L+1}} < +\infty \). In the same way, we get the same kind of inequality for the following quantity

\[
\frac{1}{N^{L+1}} \sum_{l \in E_{\beta,j}^{(L+1)}} \sup_{H \in E_{L+1, M_{\infty}, M}} \left| \prod_{i=1}^{L} H^{(\alpha(2i-1), \alpha(2i))} \right| \leq (L+1)! \frac{S_0(\beta, j)}{N^{L+1}} \frac{S(E^{(L+1-j)})}{N^{L+1}}.
\]

Thus, we have \( \lim_{N \to +\infty} \frac{S_0(E^{(L+1)})}{N^{L+1}} = 0 \).
We conclude that we have \( \lim_{N \to +\infty} \frac{S_N(t^{(k+1)})}{N} = 0. \) \( \square \)

**Proof of Proposition 2.3.5.** We shall prove that, for any \( \beta \in \mathbb{R}^d \), the family of random variables \( (\langle \beta, V^\varepsilon_t(x, \cdot) \rangle - \langle \beta, V^\varepsilon_s(x, \cdot) \rangle)_{t > s \geq 0} \) converges in distribution (for \( \nu \)) to \( \langle \beta, N \rangle \) when \( \varepsilon \) goes to 0. Let \( \beta \) be a vector in \( \mathbb{R}^d \). According to Lemma 2.3.6, it is enough to prove that for any integer \( p \geq 1 \), we have

\[
\lim_{\varepsilon \to 0} E_\nu \left[ (\langle \beta, V^\varepsilon_t(x, \cdot) \rangle - \langle \beta, V^\varepsilon_s(x, \cdot) \rangle)^p \right] = E \left[ (\langle \beta, N \rangle)^p \right].
\]

According to the foregoing, for any integer \( L \geq 0 \), we have

\[
\lim_{\varepsilon \to 0} E_\nu \left[ (\langle \beta, V^\varepsilon_t(x, \cdot) \rangle - \langle \beta, V^\varepsilon_s(x, \cdot) \rangle)^{2L+1} \right] = 0.
\]

Thus, it remains to show that, for any integer \( L \geq 1 \), we have

\[
\lim_{\varepsilon \to 0} E_\nu \left[ (\langle \beta, V^\varepsilon_t(x, \cdot) \rangle - \langle \beta, V^\varepsilon_s(x, \cdot) \rangle)^{2L} \right] = 1 \cdot 3 \cdots (2L - 1) \left( \int_\mathbb{R} \beta^T \cdot A(w(u)) \cdot \beta \, du \right)^L 
= \frac{(2L)!}{(L)!2^L} \left( \int_\mathbb{R} \beta^T \cdot A(w(u)) \cdot \beta \, du \right)^L,
\]

where \( A(X) \) is the \( d \)-dimensional matrix, the coefficients of which are the \( a_{i,j}(X) \) defined in Proposition 2.2.2. Let us consider \( g(X, \omega) := \langle \beta, G(X, \omega) \rangle \). Then we have

\[
E_\nu \left[ (\langle \beta, V^\varepsilon_t(x, \cdot) \rangle - \langle \beta, V^\varepsilon_s(x, \cdot) \rangle)^{2L} \right] = E_\nu \left[ \left( \left( \langle \beta, \sqrt{\varepsilon} \int_\mathbb{R} \xi^T \cdot G \left( w_{zu}(x), \sigma^{[u]}(\cdot) \right) \, du \right) \right)^{2L} \right] 
= \varepsilon^L \int_{[\frac{\mathbb{R}}{\mathbb{Z}}]}^{2L} E_\nu \left[ \prod_{i=1}^{2L} g \left( w_{zu_i}(x), \sigma^{[u_i]}(\cdot) \right) \right] \, du_1 \ldots du_{2L}.
\]

According to Lemma 2.3.7, we have

\[
\lim_{\varepsilon \to 0} E_\nu \left[ (\langle \beta, V^\varepsilon_t(x, \cdot) \rangle - \langle \beta, V^\varepsilon_s(x, \cdot) \rangle)^{2L} \right] - A_\varepsilon = 0,
\]

with

\[
A_\varepsilon := \varepsilon^L \int_{[\frac{\mathbb{R}}{\mathbb{Z}}]}^{2L} \prod_{i=1}^{L} E_\nu \left[ g(w_{zu_{m_{[1]}}(x)}, \sigma^{[m_{[1]}]}(\cdot)) \cdot g(w_{zu_{m_{[2]}}(x)}, \sigma^{[m_{[2]}]}(\cdot)) \right] \, du_1 \ldots du_{2L}
\]

where \( \alpha(j) \) is the index of the \( j \)-th smallest component of the integer vector \( ([u_1], \ldots, [u_{2L}]) \) and \( m_i := [u_{\alpha(i)}] \), as in the proof of Lemma 2.3.4. We have

\[
A_\varepsilon = \varepsilon^L \int_{[\frac{\mathbb{R}}{\mathbb{Z}}]}^{2L} \kappa_{[u_1], \ldots, [u_{2L}]} H^\varepsilon(u_1, \ldots, u_{2L}) \, du_1 \ldots du_{2L},
\]

where we denote \( \kappa_{u_1, \ldots, u_{2L}} := \# \{ l \in \mathbb{N}^{2L} : \forall j = 1, \ldots, 2L; m_j(l) = n_j \} \) and

\[
H^\varepsilon(u_1, \ldots, u_{2L}) := \prod_{i=1}^{L} E_\nu \left[ g \left( w_{zu_{m_{[1]}}(x)}, \sigma^{[m_{[1]}]}(\cdot) \right) \cdot g \left( w_{zu_{m_{[2]}}(x)}, \sigma^{[m_{[2]}]}(\cdot) \right) \right].
\]
Let $\gamma$ be a real number in $\left[\frac{1}{L+1}, 1\right]$. We denote $n_{\varepsilon} := \lfloor \varepsilon^{-\gamma} \rfloor$ and $s_k = s_{k, \varepsilon} := \frac{x}{\varepsilon} + k \frac{t-s}{c_m}$. We have

$$A_{\varepsilon} = \varepsilon^{L} \sum_{k_1, ..., k_{2L}=0}^{n_{\varepsilon}-1} D_{k_1, ..., k_{2L}},$$

with $D_{k_1, ..., k_{2L}} := \int_{s_{k_1}}^{s_{k_1}+1} \int_{s_{k_2L}}^{s_{k_2L}+1} \varepsilon H^x(u_1, ..., u_{2L}) \, du_1 \cdots du_{2L}$. Let $i = 1, ..., L$. We have

$$\left| \varepsilon^{L} \sum_{k: k_{2i-1} < k_{2i}} D_{k_1, ..., k_{2L}} \right| \leq 2(2L)\varepsilon \sum_{k=0}^{n_{\varepsilon}-1} \int_{s_k}^{s_k+1} \int_{\frac{1}{2}}^{1} \left| H^x(u_1, u_2) \right| \, du_1 \, du_2 \cdot \left( \int_{\frac{1}{2}}^{\frac{3}{4}} \int_{\frac{1}{2}}^{1} \left| H^x(v_1, v_2) \right| \, dv_1 \, dv_2 \right)^{L-1},$$

where $\sum_{k: k_{2i-1} < k_{2i}}$ means that the sum is taken over the $k = (k_1, ..., k_{2L}) \in \{0, ..., n_{\varepsilon} - 1\}^L$ satisfying $k_{2i-1} < k_{2i}$.

Now, as in the proof of Proposition 2.2.3 (see [10]), we get

$$\varepsilon \sum_{k=0}^{n_{\varepsilon}-1} \int_{s_k}^{s_k+1} \int_{\frac{1}{2}}^{1} \left| H^x(u_1, u_2) \right| \, du_1 \, du_2 = O(\varepsilon n_{\varepsilon}).$$

On the other hand, according to Lemma 2.3.4, we have $\sup_{\varepsilon > 0} \varepsilon \sum_{k: k_{2i-1} < k_{2i}} D_{k_1, ..., k_{2L}} = 0$ (since we have $\lim_{\varepsilon \to 0} \varepsilon n_{\varepsilon} = 0$). In the same way, we get $\lim_{\varepsilon \to 0} \varepsilon \sum_{k: k_{2i-1} > k_{2i}} D_{k_1, ..., k_{2L}} = 0$. Thus, we have

$$\lim_{\varepsilon \to 0} \varepsilon^{L} \sum_{k_{2i-1} \neq k_{2i}} D_{k_1, ..., k_{2L}} = 0.$$

Therefore, we have

$$A_{\varepsilon} = \varepsilon^{L} \sum_{k_1, ..., k_{2L}=0}^{n_{\varepsilon}-1} D_{k_1, k_1, k_2, k_3, ..., k_{2L}, k_L} + \varepsilon_{0}(\varepsilon)$$

with $\lim_{\varepsilon \to 0} \varepsilon_{0}(\varepsilon) = 0$. Let us define the set $E_{x,L}$ of integer vectors $k = (k_1, ..., k_L) \in \{0, ..., n_{\varepsilon} - 1\}^L$ satisfying $k_i \neq k_j$ and $k_i \neq k_j + 1$ for any integers $i, j = 1, ..., L$ pairwise distinct. We have

$$A_{\varepsilon} = \varepsilon^{L} \sum_{k \in E_{x,L}} D_{k_1, k_1, k_2, k_3, ..., k_{2L}, k_L} + \varepsilon_{1}(\varepsilon),$$

with $\lim_{\varepsilon \to 0} \varepsilon_{1}(\varepsilon) = 0$. Indeed, for any integers $i, j = 1, ..., L$ pairwise distinct, we have

$$\varepsilon^{L} \sum_{k_1, ..., k_{2L}: k \in \{k_i, k_{i+1}\}} |D_{k_1, k_1, k_2, k_3, ..., k_{2L}, k_L}| \leq 2(2L)\varepsilon^{L} n_{\varepsilon}^{L-1} \left( \frac{t-s}{c_m} \right)^{2L} \|g\|^{2L}_{\infty}$$

$$\leq 2(2L)\varepsilon^{L} \left( \frac{t-s}{c_m} \right)^{2L} \|g\|^{2L}_{\infty}$$

and $\lim_{\varepsilon \to 0} \varepsilon^{L} n_{\varepsilon}^{-(L+1)} = 0$. Now, we suppose that the real number $\varepsilon > 0$ is small enough such that we have $\varepsilon n_{\varepsilon} < t-s$. Let $k = (k_1, ..., k_L)$ be in $E_{x,L}$ and $(u_1, ..., u_{2L})$ be a vector in $\mathbb{R}^{2L}$ such that $s_{k_i} < u_{2i-1}, u_{2i} < s_{k_i+1}$ for any integer $i = 1, ..., L$. Let us observe that if we have $k_i \geq k_{i+1}$ (for some integer $i = 1, ..., L - 1$), then we
have \( k_i \geq k_{i+1} + 2 \) and so

\[
u_{2i} - u_{2i+1} \geq s_{k_i} - s_{k_{i+1}+1} \geq s_{k_{i+1}+2} - s_{k_{i+1}+1} = \frac{l - s}{\varepsilon n_{\varepsilon}} \geq 1 \quad \text{and} \quad k_{[u_1],\ldots,[u_{2L}]} = 0.
\]

Therefore, we have:

\[
A_{\varepsilon} = \varepsilon^L \sum_{k \in F_{\varepsilon,L}} D_{k_1,k_2,k_3,\ldots,k_L,k_L} + \epsilon'_1(\varepsilon),
\]

with \( \lim_{\varepsilon \to 0} \epsilon'_1(\varepsilon) = 0 \), where \( F_{\varepsilon,L} \) is the set of integer vectors \( k = (k_1,\ldots,k_L) \in \{0,\ldots,n_{\varepsilon} - 1\}^L \) satisfying \( k_1 + 1 < k_{i+1} \) for any integer \( i = 1,\ldots,L \). Let \( k \) be in \( F_{\varepsilon,L} \) and \( (u_1,\ldots,u_{2L}) \) be a vector in \( \mathbb{R}^{2L} \) such that \( s_{k_i} \leq u_{2i-1}, u_{2i} \leq s_{k_{i+1}} + 1 \) for any integer \( i = 1,\ldots,L - 1 \). If we have \( |u_1| \leq |u_2| \leq \cdots \leq |u_{2L}| \), then we have \( k_{[u_1],\ldots,[u_{2L}]} = \frac{(2L)!}{2^L} \), where \( m \) is the number of integers \( i = 1,\ldots,L \) such that \( |u_{2i-1}| = |u_{2i}| \); otherwise, we have \( k_{[u_1],\ldots,[u_{2L}]} = 0 \). Therefore, we have

\[
\varepsilon^L \sum_{k \in F_{\varepsilon,L}} D_{k_1,k_2,k_3,\ldots,k_L,k_L} = (2L)! \varepsilon^L \sum_{k \in F_{\varepsilon,L}} \prod_{i=1}^L \left( \int_{s_{k_i}}^{s_{k_{i+1}}} \int_{s_{k_i}}^{s_{k_{i+1}}} \alpha(u,v)H^\varepsilon(u,v) \, du \, dv \right),
\]

with \( \alpha(u,v) = 0 \) if \( |v| < |u| \), \( \alpha(u,v) = 1 \) if \( |u| = |v| \) and \( \alpha(u,v) = \frac{1}{2} \) if \( |u| = |v| \). Since \( H^\varepsilon(v, u) = H^\varepsilon(u,v) \), we have

\[
\varepsilon^L \sum_{k \in F_{\varepsilon,L}} D_{k_1,k_2,k_3,\ldots,k_L,k_L} = \frac{(2L)!}{2^L} \varepsilon^L \sum_{k \in F_{\varepsilon,L}} \prod_{i=1}^L \left( \int_{s_{k_i}}^{s_{k_{i+1}}} \int_{s_{k_i}}^{s_{k_{i+1}}} H^\varepsilon(u_1,u_2) \, du \, dv \right)
\]

\[
= \frac{(2L)!}{2^L} \varepsilon^L \sum_{k_1<\cdots<k_L} \prod_{i=1}^L \left( \int_{s_{k_i}}^{s_{k_{i+1}}} \int_{s_{k_i}}^{s_{k_{i+1}}} H^\varepsilon(u_1,u_2) \, du \, dv \right) + \epsilon'_2(\varepsilon)
\]

\[
= \frac{(2L)!}{2^L} \varepsilon^L \sum_{k_1<\cdots<k_L \, \text{pairwise distinct}} \prod_{i=1}^L \left( \int_{s_{k_i}}^{s_{k_{i+1}}} \int_{s_{k_i}}^{s_{k_{i+1}}} H^\varepsilon(u_1,u_2) \, du \, dv \right) + \epsilon'_2(\varepsilon) + \epsilon'_3(\varepsilon)
\]

\[
= \frac{(2L)!}{2^L} \varepsilon^L \left( \sum_{k_1<\cdots<k_L} \prod_{i=1}^L \left( \int_{s_{k_i}}^{s_{k_{i+1}}} \int_{s_{k_i}}^{s_{k_{i+1}}} H^\varepsilon(u,v) \, du \, dv \right) \right) + \epsilon'_2(\varepsilon) + \epsilon'_3(\varepsilon),
\]

with \( |\epsilon'_2(\varepsilon)| \leq (L - 1) \left( \frac{(2L)!}{2^L} \frac{(1-s)2^L}{\varepsilon n_{\varepsilon}^{L+1}} \|g\|_{\infty} \right) \). Then we have \( \lim_{\varepsilon \to 0} \epsilon'_2(\varepsilon) + \epsilon'_3(\varepsilon) = 0 \). Now, according to the end of the proof of Proposition 2.2.3, we know that we have

\[
\lim_{\varepsilon \to 0} \sum_{k=0}^{n_{\varepsilon}-1} \int_{s_k}^{s_{k+1}} H^\varepsilon(u,v) \, du \, dv = \int_s \beta^T A(w_u(x)) \, \beta \, du.
\]

**End of the proof of Theorem 2.3.2.** We show that \( (V_t^\varepsilon(x,\cdot))_{t \in \varepsilon} \) converges to \( (V_t(x,\cdot))_{t \in \varepsilon} \) in the sense of finite distributions when \( \varepsilon \) goes to 0.

1. We prove that, for any integer \( p \geq 1 \), any integers \( n_1,\ldots,n_p \geq 1 \), any vectors \( \beta(1),\ldots,\beta(p) \) in \( \mathbb{R}^d \) and all real numbers \( 0 < s_1 < t_1 < s_2 < t_2 < \cdots < s_p < t_p < T_0 \), we have

\[
\lim_{\varepsilon \to 0} E_{\mathcal{F}} \left[ \prod_{j=1}^{\beta(s_j)} \left( \beta(j); V_t^\varepsilon(x,\cdot) - V_s^\varepsilon(x,\cdot) \right) \right] = 0.
\]
Let \( p \geq 1 \) be an integer, \( n_1, \ldots, n_p \geq 1 \) be \( p \) integers, \( \beta^{(1)}, \ldots, \beta^{(p)} \) be in \( \mathbb{R}^d \) and \( s_1, \ldots, s_p, t_1, \ldots, t_p \) be real numbers satisfying \( 0 < s_1 < t_1 < s_2 < \cdots < s_p < t_p < T_0 \). We write \( N_0 := 0, N_j := n_1 + \cdots + n_j \) (for any \( j = 1, \ldots, p \)) and \( F^{(N_1, \ldots, N_p)} := \prod_{i=1}^{p} \left\{ \left[ \frac{s_i}{\varepsilon} \right], \ldots, \left[ \frac{t_i}{\varepsilon} \right] \right\}^{n_i} \). Let us consider a real number \( \varepsilon \) satisfying 

\[
0 < \varepsilon \leq \frac{\min_{j=1, \ldots, p-1} (s_j + 1 - t_j)}{\varepsilon}.
\]

For any integer \( i = 1, \ldots, N_p \) and any \( l = (l_1, \ldots, l_{N_p}) \) in \( F^{(N_1, \ldots, N_p)} \), we denote by \( \alpha(l) = \alpha(l) \) the index of the \( j \)-th smallest integer \( l_k \) and \( m_i := l_{\alpha(i)} \) the \( i \)-th index of the \( l \). It is obvious that, for any \( l \) in \( F^{(N_1, \ldots, N_p)} \) and any integer \( j = 1, \ldots, p \), the map \( \alpha : i \mapsto \alpha(i) \) defines a bijection on the set \( \{ N_j-1 + 1, \ldots, N_j \} \). So, it is enough to show that we have

\[
\lim_{\varepsilon \to 0} \varepsilon \sum_{l \in F^{(N_1, \ldots, N_p)}} \int_{m_1}^{m_1+1} \cdots \int_{m_{N_p}}^{m_{N_p}+1} \left| H_{u_1, \ldots, u_{N_p}}^{\varepsilon \alpha(1), \ldots, \alpha(N_p)} \right| \prod_{j=1}^{p} H_{u_{N_j-1+1}, \ldots, u_{N_j}}^{\varepsilon \alpha(N_j-1+1), \ldots, \alpha(N_j)} \, du_1 \ldots du_{N_p} = 0,
\]

with \( du = du_1 \ldots du_{N_p} \) and \( H_{u_1, \ldots, u_{N_p}}^{\varepsilon \alpha(1), \ldots, \alpha(N_p)} := E_{\nu} \left[ \prod_{i=1}^{p} \left( \beta^{(1)}(x), G \left( \nu(x), x, \alpha^{(1)}(i) \right) \right) \right] ; \) where \( i_n \) is the integer such that \( N_{n-1} + 1 \leq n \leq N_n \).

- First, let us observe that if \( n_i \) is odd for some integer \( i = 1, \ldots, p \), then we have

\[
\lim_{\varepsilon \to 0} \varepsilon \sum_{l \in F^{(N_1, \ldots, N_p)}} \int_{m_1}^{m_1+1} \cdots \int_{m_{N_p}}^{m_{N_p}+1} \prod_{j=1}^{p} H_{u_{N_j-1+1}, \ldots, u_{N_j}}^{\varepsilon \alpha(N_j-1+1), \ldots, \alpha(N_j)} \, du_1 \ldots du_{N_p} = 0.
\]

Indeed, we have

\[
\lim_{\varepsilon \to 0} \varepsilon \sum_{l_1, \ldots, l_{N_i} = \left\{ \frac{i}{\varepsilon} \right\}}^{m_{N_i}} \prod_{j=1}^{N_i} H_{u_{N_j-1+1}, \ldots, u_{N_j}}^{\varepsilon \alpha(N_j-1+1), \ldots, \alpha(N_j)} \, du_1 \ldots du_{N_i} = 0,
\]

according to Lemma 2.3.7, and, for any \( j \neq i \), we have

\[
\sup_{\varepsilon > 0} \varepsilon \sum_{l_1, \ldots, l_{N_j} = \left\{ \frac{j}{\varepsilon} \right\}}^{m_{N_j}} \prod_{j=1}^{N_j} H_{u_{N_j-1+1}, \ldots, u_{N_j}}^{\varepsilon \alpha(N_j-1+1), \ldots, \alpha(N_j)} \, du_1 \ldots du_{N_j} < +\infty,
\]

according to Lemma 2.3.4.

- If \( N_p \) is odd, according to Lemma 2.3.7, we have

\[
\lim_{\varepsilon \to 0} \varepsilon \sum_{l_1, \ldots, l_{N_p} = \left\{ \frac{p}{\varepsilon} \right\}}^{m_{N_p}} \prod_{j=1}^{N_p} H_{u_{N_j-1+1}, \ldots, u_{N_j}}^{\varepsilon \alpha(N_j-1+1), \ldots, \alpha(N_j)} \, du_1 \ldots du_{N_p} = 0.
\]

- If \( N_p \) is even, then, according to the Lemma 2.3.7, the following quantity converges to 0 when \( \varepsilon \) goes to 0

\[
\varepsilon \sum_{l \in F^{(N_1, \ldots, N_p)}} \int_{m_1}^{m_1+1} \cdots \int_{m_{N_p}}^{m_{N_p}+1} \left| H_{u_1, \ldots, u_{N_p}}^{\varepsilon \alpha(1), \ldots, \alpha(N_p)} \right| \prod_{j=1}^{p} H_{u_{N_j-1+1+1}, \ldots, u_{N_j}}^{\varepsilon \alpha(N_j-1+1+1), \ldots, \alpha(N_j)} \, du_1 \ldots du_{N_p}.
\]
• If \( N_p \) is even and if one of the \( n_i \) is odd, then there exists an index \( i' = 1, ..., p \) such that \( N_{i'} \) is odd and, for any \( 1 \in \mathbb{R}^{(N_0, ..., N_p)} \) and any \((u_1, ..., u_{N_p}) \in \mathbb{R}^{N_p}\) such that \( |u_i| = m_i \) for any \( i \), we have

\[
\lim_{\varepsilon \to 0} u_{\alpha(N_{i'})}(0) \leq \frac{b_i}{\varepsilon} + 1 \leq \frac{8n_{i'} + 1}{\varepsilon} - 1 \leq u_{\alpha(N_{i' + 1})}(0).
\]

Therefore, we have

\[
\varepsilon \sum_{1 \leq \alpha \leq N_p} \prod_{i=1}^{N_p} \left| H_{u_{N_{i-1}}, u_{N_i}}^{\varepsilon; \alpha, \alpha - 1}(0) \right| \right| \right| du_1 \cdots du_{N_p}
\]

\[
\leq \varepsilon \sum_{1 \leq \alpha \leq N_p} \prod_{i=1}^{N_p} \left| H_{u_{N_{i-1}}, u_{N_i}}^{\varepsilon; \alpha, \alpha - 1}(0) \right| \right| \right| du_1 \cdots du_{N_p}
\]

since we have

\[
\left| H_{u_{N_{i'-1}}, u_{N_{i'}}}^{\varepsilon; \alpha, \alpha - 1}(0) \right| \leq C_{r,1,1} \left( \max_{j=i', i'+1} \left\| \langle \beta(j), G \rangle \right\| \right)^2 \alpha_{r,1,1} \varepsilon^{r-1} \varepsilon^{r-1}.
\]

• If all the \( n_i \)'s and all the \( N_i \)'s are even, then the following quantity converges to 0 when \( \varepsilon \) goes to 0:

\[
\varepsilon \sum_{1 \leq \alpha \leq N_p} \prod_{i=1}^{N_p} \left| H_{u_{N_{i-1}}, u_{N_i}}^{\varepsilon; \alpha, \alpha - 1}(0) \right| \right| \right| du_1 \cdots du_{N_p}
\]

with \( I_k := \lfloor k; k + 1 \rfloor \) and \( du = du_1 \cdots du_{N_p} \). Indeed, according to Lemma 2.3.7, for any integer \( i = 1, ..., p \), the following quantity converges to 0 when \( \varepsilon \) goes to 0:

\[
\varepsilon \sum_{1 \leq \alpha \leq N_p} \prod_{i=1}^{N_p} \left| H_{u_{N_{i-1}}, u_{N_i}}^{\varepsilon; \alpha, \alpha - 1}(0) \right| \right| \right| du_1 \cdots du_{N_p}
\]

with \( du = du_1 \cdots du_{n_i} \) and, according to Lemma 2.3.4, we have

\[
\sup_{\varepsilon > 0} \sum_{1 \leq \alpha \leq N_p} \prod_{i=1}^{N_p} \left| H_{u_{N_{i-1}}, u_{N_i}}^{\varepsilon; \alpha, \alpha - 1}(0) \right| \right| \right| du_1 \cdots du_{n_i} < +\infty.
\]

2. Therefore, for any integers \( n \geq 1 \) and \( p \geq 1 \) and any vectors \( \beta(1), ..., \beta(p) \) in \( \mathbb{R}^d \), we have:

\[
\lim_{\varepsilon \to 0} \mathbb{E}_\nu \left[ \left( \sum_{i=1}^{p} \langle \beta(i); (V_{t_i} - V_{\varepsilon}) \rangle \right)^n \right] = \lim_{\varepsilon \to 0} \sum_{k_1 + \cdots + k_p = n} \frac{n!}{k_1! \cdots k_p!} \mathbb{E}_\nu \left[ \prod_{i=1}^{p} \langle \beta(i); (V_{t_i} - V_{\varepsilon}) \rangle \right]^{k_i}
\]

\[
= \lim_{\varepsilon \to 0} \sum_{k_1 + \cdots + k_p = n} \frac{n!}{k_1! \cdots k_p!} \prod_{i=1}^{p} \mathbb{E}_\nu \left[ \langle \beta(i); (V_{t_i} - V_{\varepsilon}) \rangle \right]^{k_i}
\]

\[
= \sum_{k_1 + \cdots + k_p = n} \frac{n!}{k_1! \cdots k_p!} \prod_{i=1}^{p} \mathbb{E} \left[ \langle \beta(i); (B_{t_i} - B_{\varepsilon}) \rangle \right]^{k_i}
\]

\[
= \mathbb{E} \left[ \left( \sum_{i=1}^{p} \langle \beta(i); (B_{t_i} - B_{\varepsilon}) \rangle \right)^n \right].
\]
where $B_t(x, \cdot)$ is a centered gaussian process with independent increments such that $\text{Cov}(B_t(x, \cdot)) = \int_0^t A(w_u(x)) \, du$, with $A(X) = (a_{i,j}(X))_{i,j}$. Then, according to Lemma 2.3.6, the random variable
\[ \sum_{i=1}^p \langle \beta^{(i)}; (V^x_t - V^x_s)(x, \cdot) \rangle \]
converges in distribution to $\sum_{i=1}^p \langle \beta^{(i)}; B_t(x, \cdot) - B_s(x, \cdot) \rangle$. $\square$

2.4. Convergence in distribution of $(e^\varepsilon)$ (proof of Th. 2.1.3)

In this paragraph, we adapt Khas’minskii’s arguments to our situation. Following [10], we introduce the process $(y^\varepsilon_t(x, \cdot))$, solution of the following differential equation:
\[ y^\varepsilon_t(x, \cdot) = v^\varepsilon_t(x, \cdot) + \int_0^t D\bar{F}(w_s(x)) \cdot y^\varepsilon_s(x, \cdot) \, ds. \]

We notice that we have
\[ y^\varepsilon_t(x, \cdot) = \int_0^t e^{\int_s^t D\bar{F}(w_u(x)) \, du} \frac{d^\varepsilon_u(x, \cdot)}{ds} \, ds = v^\varepsilon_t(x, \cdot) + \int_0^t K(s,t)v^\varepsilon_s(x, \cdot) \, ds, \]
with $K(s,t) := D\bar{F}(w_s(x))e^{\int_s^t D\bar{F}(w_u(x)) \, du}$. Let us consider the continuous Gaussian process $(v^\varepsilon_t(x, \cdot))$ (limit of the family of processes $((v^\varepsilon_t(x, \cdot))_{t \geq 0})$ and the process $(e^\varepsilon_t(x, \cdot))$ defined as in the statement of Theorem 2.1.3.

**Proposition 2.4.1.** Under Hypothesis 2.1.2, for any $x$ in $\mathbb{R}^d$, $(y^\varepsilon_t(x, \cdot), v^\varepsilon_t(x, \cdot))_{0 \leq t \leq T_0, \varepsilon > 0}$ converges in distribution (for $\nu$ and for the uniform topology on $C([0,T_0])$) to $(e^\varepsilon_t(x, \cdot), v_t(x, \cdot))_{0 \leq t \leq T_0}$ when $\varepsilon$ goes to 0.

**Proof.** Let $x$ be a point in $\mathbb{R}^d$. We start by proving the tightness of this family of processes, then we identify the cluster values. For any real number $t \in [0; T_0]$ and any $\omega \in \Omega$, we have
\[ |y^\varepsilon_t(x, \omega)| \leq |v^\varepsilon_t(x, \omega)| + \|D\bar{F}\|_\infty |DF|_\infty T_0 |v^\varepsilon_t(x, \omega)| \int_0^t |y^\varepsilon_s(x, \omega)| \, ds. \]

Thus, we have
\[ \sup_{\varepsilon > 0} \sup_{t \in [0; T_0]} |y^\varepsilon_t(x, \cdot)|_4 < +\infty. \]

Let a real number $t \in [0; T_0]$ be given. Then, for any $h \in (0; T_0 - t]$, we have
\[ \frac{1}{\sqrt{h}} |y^\varepsilon_{t+h}(x, \cdot) - y^\varepsilon_t(x, \cdot)| \leq \frac{1}{\sqrt{h}} |v^\varepsilon_{t+h}(x, \cdot) - v^\varepsilon_t(x, \cdot)| + \frac{1}{\sqrt{h}} \int_t^{t+h} |D\bar{F}(w_s(x))| \cdot |y^\varepsilon_s(x, \cdot)| \, ds. \]

From which we conclude that we have
\[ \frac{1}{\sqrt{h}} \|y^\varepsilon_{t+h}(x, \cdot) - y^\varepsilon_t(x, \cdot)\|_4 \leq \frac{1}{\sqrt{h}} \|v^\varepsilon_{t+h}(x, \cdot) - v^\varepsilon_t(x, \cdot)\|_4 + \|DF\|_\infty \frac{1}{\sqrt{h}} \int_t^{t+h} \|y^\varepsilon_s(x, \cdot)\|_4 \, ds. \]

So, the family of processes $((y^\varepsilon_t(x, \cdot), v^\varepsilon_t(x, \cdot))_{0 \leq t \leq T_0, \varepsilon > 0}$ is tight. Let $(y_t(x, \cdot), v_t(x, \cdot))_{0 \leq t \leq T_0}$ be a cluster value of this family of processes for the convergence in distribution for $\nu$ and for the uniform topology on $C([0,T_0])$ (when $\varepsilon$ goes to 0). Then, the left member of the following equality:
\[ y^\varepsilon_t(x, \cdot) - v^\varepsilon_t(x, \cdot) - \int_0^t D\bar{F}(w_s(x)) \cdot y^\varepsilon_s(x, \cdot) \, ds = 0 \]
converges in distribution (when $\varepsilon$ goes to 0) to

$$y_t(x, \cdot) = v_t(x, \cdot) + \int_0^t D\hat{F}(w_s(x)) \cdot y_s(x, \cdot) \, ds.$$

Therefore, we get $y_t(x, \cdot) = v_t(x, \cdot) + \int_0^t D\hat{F}(w_s(x)) \cdot y_s(x, \cdot) \, ds$. \hfill \Box

Now, we prove the main result of this section.

Proof of Theorem 2.1.3. The family of processes $\left( \frac{c^\varepsilon_t(x, \cdot)}{\sqrt{\varepsilon}} \right)_{0 \leq t \leq T_0}$ is tight. Indeed, for any real numbers $t$ and $h$ satisfying $0 \leq t < t + h \leq T_0$, we have

$$\frac{1}{\sqrt{h}} \frac{1}{\sqrt{\varepsilon}} \left| c^\varepsilon_{t+h}(x, \cdot) - c^\varepsilon_t(x, \cdot) \right| \leq \frac{1}{\sqrt{h}} \left| v^\varepsilon_{t+h}(x, \cdot) - v^\varepsilon_t(x, \cdot) \right| + \frac{\|D_1 F\|_\infty}{\sqrt{h}} \int_t^{t+h} \frac{|c^\varepsilon_s(x, \cdot)|}{\sqrt{\varepsilon}} \, ds$$

and, according to the foregoing, we have

$$\sup_{0 \leq t \leq T_0} \frac{1}{\sqrt{h}} \frac{1}{\sqrt{\varepsilon}} \left\| c^\varepsilon_{t+h}(x, \cdot) - c^\varepsilon_t(x, \cdot) \right\|_4 < +\infty \quad \text{and} \quad \sup_{s \in [0, T_0]} \frac{\left\| c^\varepsilon_s(x, \cdot) \right\|_4}{\sqrt{\varepsilon}} < \infty.$$

Thus we have $\sup_{0 \leq t \leq T_0} \frac{1}{\sqrt{h}} \frac{1}{\sqrt{\varepsilon}} \left\| c^\varepsilon_{t+h}(x, \cdot) - c^\varepsilon_t(x, \cdot) \right\|_4 < +\infty$. In order to identify the cluster values, we show that we have

$$\sup_{0 \leq t \leq T_0} \frac{1}{\sqrt{h}} \left\| \frac{c^\varepsilon_t(x, \cdot)}{\sqrt{\varepsilon}} - y^\varepsilon_t(x, \cdot) \right\|_1 = O(\varepsilon^{\frac{1}{4}}).$$

- First, we show that we have $\sup_{0 \leq t \leq T_0} \|b^\varepsilon_t(x, \cdot)\|_1 = O(\sqrt{\varepsilon})$, with

$$b^\varepsilon_t(x, \omega) := \frac{1}{\sqrt{\varepsilon}} c^\varepsilon_t(x, \omega) - v^\varepsilon_t(x, \omega) - \frac{1}{\sqrt{\varepsilon}} \int_0^t D_1 F \left( w_s(x), \sigma^{|\frac{1}{2}|}(\omega) \right) \cdot y^\varepsilon_s(x, \omega) \, ds.$$

Indeed, we have

$$\frac{1}{\sqrt{\varepsilon}} c^\varepsilon_t(x, \omega) - v^\varepsilon_t(x, \omega) = \frac{1}{\sqrt{\varepsilon}} \int_0^t F \left( x^\varepsilon_s(x, \omega), \sigma^{|\frac{1}{2}|}(\omega) \right) - F \left( w_s(x), \sigma^{|\frac{1}{2}|}(\omega) \right) \, ds.$$

Therefore, we have

$$\|b^\varepsilon_t(x, \cdot)\|_1 \leq \frac{1}{\sqrt{\varepsilon}} \int_0^t \|D_2^2 F\|_\infty \cdot \|x^\varepsilon_s(x, \cdot) - w_s(x)\|_2^2 \, ds = \frac{1}{2 \sqrt{\varepsilon}} \int_0^t \|D_2^2 F\|_\infty \left\| \frac{c^\varepsilon_s(x, \cdot)}{\sqrt{\varepsilon}} \right\|_2 \, ds.$$

- Let us write $c^\varepsilon_t(x, \omega) := \frac{c^\varepsilon_t(x, \omega)}{\sqrt{\varepsilon}} - y^\varepsilon_t(x, \omega)$. Then, we have

$$c^\varepsilon_t(x, \omega) = \frac{c^\varepsilon_t(x, \omega)}{\sqrt{\varepsilon}} - v^\varepsilon_t(x, \omega) - \int_0^t D_1 F \left( w_s(x) \right) \cdot y^\varepsilon_s(x, \omega) \, ds.$$

We have

$$\left| c^\varepsilon_t(x, \cdot) - \int_0^t D_1 F \left( w_s(x), \sigma^{|\frac{1}{2}|}(\cdot) \right) c^\varepsilon_s(x, \cdot) \, ds \right| \leq k^\varepsilon_t(x, \cdot),$$
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with $k^*_l(x, \cdot) := |b^*_l(x, \cdot)| + \int_0^t D_1 \tilde{F} \left( w_s(x), \sigma^{\frac{1}{2}}(\cdot) \right) \cdot y^*_s(x, \cdot) \, ds$. From this, we get

$$|c^*_l(x, \cdot)| \leq k^*_l(x, \cdot) + \int_0^t \|D_1 F\|_{C^0} |c^*_s(x, \cdot)| \, ds.$$  

According to Gronwall lemma, we have

$$|c^*_l(x, \cdot)| \leq k^*_l(x, \cdot) + \int_0^t k^*_s(x, \cdot) \|D_1 F\|_{C^0} e^{(t-s)} \|D_1 F\|_{C^0} \, ds.$$  

Thus, we have

$$\|c^*_l(x, \cdot)\|_1 \leq (1 + T_0 \|D_1 F\|_{C^0} e^{T_0} \|D_1 F\|_{C^0}) \sup_{0 \leq t \leq T_0} |k^*_s(x, \cdot)|_1.$$  

It remains to show that we have:

$$\sup_{0 \leq t \leq T_0} \left\| \int_0^t D_1 \tilde{F} \left( w_s(x), \sigma^{\frac{1}{2}}(\cdot) \right) \cdot y^*_s(x, \cdot) \, ds \right\|_1 = O \left( \varepsilon^{\frac{1}{2}} \right).$$  

Using the expression of $y^*_l$ given before this proof, we observe that it suffices to show that, for any integers $j, k, l = 1, \ldots, d$, the following quantities are in $O \left( \varepsilon^{\frac{1}{2}} \right)$:

$$A(x) := \sup_{0 \leq t \leq T_0} \left\| \int_0^t (D_1 \tilde{F})_{k,j} \left( w_s(x), \sigma^{\frac{1}{2}}(\cdot) \right) \cdot (v^*_s(x, \cdot))_j \, ds \right\|_1,$$

$$B(x) := \sup_{0 \leq t \leq T_0} \left\| \int_0^t (D_1 \tilde{F})_{k,j} \left( w_s(x), \sigma^{\frac{1}{2}}(\cdot) \right) \int_0^s K_{j,l}(u, s) (v^*_u(x, \cdot))_l \, du \, ds \right\|_1.$$  

To see this, we shall use the following equality:

$$\left( D_1 \tilde{F} \right)_{k,j} (x, \omega) = \tilde{F}_k(x + \varepsilon \eta_j, \omega) - \tilde{F}_k(x, \omega) + \delta_{k,j} (x, \omega, h),$$

where $(\eta_1, \ldots, \eta_d)$ is the canonical basis of $\mathbb{R}^d$ and with $|\delta_{k,j}(x, \omega, h)| \leq \frac{\|D^2 \tilde{F}\|_{C^0}}{2} h$. We take $h = \varepsilon^{\frac{1}{2}}$. Thus, we have

$$A(x) \leq a(x) + b(x),$$

with

$$a(x) := \sup_{0 \leq t \leq T_0} \left\| \int_0^t \delta_{k,j} \left( w_s(x), \sigma^{\frac{1}{2}}(\cdot), h \right) \cdot (v^*_s(x, \cdot))_j \, ds \right\|_1,$$

$$\leq \int_0^{T_0} \frac{\|D^2 \tilde{F}\|_{C^0}}{2} h \left\| (v^*_s(x, \cdot))_j \right\|_1 \, ds$$

$$\leq T_0 \frac{\|D^2 \tilde{F}\|_{C^0}}{2} h \sup_{0 \leq t \leq T_0} \left\| (v^*_t(x, \cdot))_j \right\|_1 = O \left( \varepsilon^{\frac{1}{2}} \right).$$
and

\[ b_\varepsilon(x) := \sup_{0 \leq t \leq T_0} \frac{1}{h} \left\| \int_0^t L_{k,\beta} \left( w_s(x), \sigma^{1j}(\cdot), h \right) \cdot (v^*_s(x, \cdot))_t \, ds \right\|_1 \]

\[ = \sup_{0 \leq t \leq T_0} \frac{1}{h} \left\| \varepsilon \int_0^t L_{k,\beta} \left( w_{zs}(x), \sigma^{1j}(\cdot), h \right) \sqrt{\varepsilon} \int_0^s F_j \left( w_{zu}(x), \sigma^{1u}(\cdot) \right) \, du \, ds \right\|_2 \]

\[ \leq \frac{1}{h} \left( \varepsilon^3 \sum_{n_1, n_2, n_3, n_4 = 0}^{T_0} \int_{n_1}^{n_1 + 1} \int_{n_2}^{n_2 + 1} \int_{n_3}^{n_3 + 1} \int_{n_4}^{n_4 + 1} \left| E_{\psi} \left( \prod_{i=1}^4 G_i \left( w_{zu_i}(x), \sigma^{1u_i}(\cdot) \right) \right) \right| \, du \right)^{\frac{1}{2}}, \]

with \( L_{k,\beta}(x, \omega, h) := \tilde{F}_k(x + h\mathbf{e}_j, \omega) - \tilde{F}_k(x, \omega) \), \( du = du_1du_2du_3du_4 \) and \( G_1 = G_2 = L_{k,\beta}(\cdot, \cdot, h) \) and \( G_3 = G_4 = \tilde{F}_j \). So, according to Hypothesis 2.1.2 and to Lemma 2.3.4 with \( L = 4 \) and \( H^{(i)} = G_i(w_{zu_i}(x), \cdot) \) (for \( i = 1, \ldots, 4 \)), we get

\[ A_\varepsilon(x) = O \left( \varepsilon^4 \right). \]

On the other hand, we have

\[ B_\varepsilon(x) \leq a_\varepsilon(x) + b_\varepsilon(x), \]

with

\[ a_\varepsilon(x) := \sup_{0 \leq t \leq T_0} \left\| \int_0^t \delta_{k,\beta} \left( w_s(x), \sigma^{1j}(\cdot), h \right) \int_0^s K_{j,\beta}(u, s) (v^*_s(x, \cdot))_t \, du \, ds \right\|_1 \]

\[ \leq hT_0 \left\| D_2^{\frac{1}{2}} \tilde{F}_k \right\|_2 T_0 \left\| K \right\|_\infty \sup_{0 \leq t \leq T_0} \left\| (v^*_s(x, \cdot))_t \right\|_1 = O \left( \varepsilon^4 \right) \]

and

\[ b_\varepsilon(x) := \sup_{0 \leq t \leq T_0} \frac{1}{h} \left\| \int_0^t L_{k,\beta} \left( w_s(x), \sigma^{1j}(\cdot), h \right) \int_0^s K_{j,\beta}(u, s) (v^*_s(x, \cdot))_t \, du \, ds \right\|_1 \]

\[ \leq \sup_{0 \leq t \leq T_0} \frac{1}{h} \left\| \int_0^t L_{k,\beta} \left( w_s(x), \sigma^{1j}(\cdot), h \right) \int_0^s K_{j,\beta}(u, s) \sqrt{\varepsilon} \int_0^s \tilde{F}_i \left( w_{zu}(x), \sigma^{1u}(\cdot) \right) \, du \, ds \right\|_2 \]

\[ = \sup_{0 \leq t \leq T_0} \frac{1}{h} \left\| \varepsilon \sqrt{\varepsilon} \int_0^{T_0} L_{k,\beta} \left( w_s(x), \sigma^{1j}(\cdot) \right) \int_0^s K_{j,\beta}(u, s) \, du \, ds \right\|_2 \]

\[ \leq \frac{\varepsilon^{\frac{3}{2}}}{h} \left( \sum_{n_1, \ldots, n_4 = 0}^{T_0} \left\| K \right\|_2 T_0 \left\| D_1^{\frac{1}{2}} \tilde{F}_k \right\|_2 \left\| (v^*_s(x, \cdot))_t \right\|_1 \right)^{\frac{1}{2}}, \]

with \( du = du_1du_2du_3du_4 \) and \( G_1 = G_2 = L_{k,\beta}(\cdot, \cdot, h) \) and \( G_3 = G_4 = \tilde{F}_j \). So, we have

\[ B_\varepsilon(x) = O \left( \varepsilon^4 \right), \]

according to Lemma 2.3.4 with \( L = 4 \) and \( H^{(i)} = G_i(w_{zu_i}(x), \cdot) \) (for \( i = 1, \ldots, 4 \)). So, we have shown that we have:

\[ \sup_{0 \leq t \leq T_0} \left\| \int_0^t \left( D_1 \tilde{F}_k \left( w_s(x), \sigma^{1j}(\cdot) \right) \right) \cdot (v^*_s(x, \cdot))_t \, ds \right\|_1 = O \left( \varepsilon^4 \right). \]
3. Averaging method for a suspension flow: General results

3.1. Hypothesis and main result

Let \((\Omega, \nu, \sigma)\) be a probabilised dynamical system and \(\tau : \Omega \rightarrow [0; +\infty[\) be a measurable function such that \(C^{-1} \leq \tau \leq C\) for some constant \(C > 0\). The suspension flow defined over \((\Omega, \nu, \sigma)\) by the function \(\tau\) is the flow \((Y_t)_{t \geq 0}\) defined by \(Y_t(\omega, s) = (\omega, t + s)\) on the set \(\mathcal{M} := \{ (\omega, s) : \omega \in \Omega, 0 \leq s \leq \tau(\omega) \} \) (with the identification \((\omega, \tau(\omega)) \equiv (\sigma(\omega), 0)\)) endowed with the probability measure \(\mu\) given by:

\[
\int_\mathcal{M} f(\omega, s) \, d\mu(\omega, s) = \frac{1}{\int_\Omega \tau(\omega) \, d\nu(\omega)} \int_\Omega \int_0^{\tau(\omega)} f(\omega, s) \, ds \, d\nu(\omega).
\]

We recall that, under fairly general conditions, a flow can be represented by a suspension flow. Moreover, in our main example (billiard flow), this representation is natural. We study here the averaging problem for the suspension flow \((Y_t)_{t \geq 0}\) defined over the probabilised dynamical system \((\Omega, \nu, \sigma)\) by the measurable function \(\tau : \Omega \rightarrow [0; +\infty[\) satisfying \(C^{-1} \leq \tau \leq C\) for some constant \(C > 0\) (cf. Sect. 3.1). We suppose without any loss of generality that \((Y_t)_{t \geq 0}\) is given by an invertible suspension flow \((Y_t)_{t \in \mathbb{R}}\) defined over an invertible dynamical system \((\Omega, \nu, \sigma)\) (we can replace \((\Omega, \nu, \sigma)\) by its natural extension).

For such a flow, we weaken hypotheses on the function \(f\) in a natural way. Indeed, the problem of the study of \((E_\varepsilon^n)\) is well defined for a function \(f : \mathbb{R}^d \times \mathcal{M} \rightarrow \mathbb{R}^d\) satisfying the following properties:

(a) \(f\) is measurable, uniformly bounded and uniformly Lipschitz continuous in the first parameter;
(b) for any \((x, \omega) \in \mathbb{R}^d \times \mathcal{M}\), \(s \mapsto f(x, (\omega, s))\) is continuous on \([0; \tau(\omega)]\) and the following limits exist:

\[
\lim_{s \to 0^+} f(x, (\omega, s)) \quad \text{and} \quad \lim_{s \to \tau(\omega)^-} f(x, (\omega, s)).
\]

We denote by \(\mathcal{L}\) the set of functions satisfying these properties. Let \(f\) be in \(\mathcal{L}\). Then, for any \((x, y) \in \mathbb{R}^d \times \mathcal{M}\) and any \(\varepsilon > 0\), we consider the function \(t \mapsto X_t^\varepsilon(x, y)\), continuous, piecewise \(C^1\), satisfying the differential equation (1.1.1) for any \(t\) such that \(Y_{\varepsilon t}(y) \notin \Omega \times \{0\}\), with the initial condition \(X_0^\varepsilon(x, y) = x\). With this definition, for any \(x\) in \(\mathbb{R}^d\) and any real number \(t > 0\), \(X_t^\varepsilon(x, \cdot)\) is a random variable. Moreover, for any \(x\) in \(\mathbb{R}^d\), \(f(x, \cdot)\) is measurable. So, the solution \((W_t(x))_t\) of equation (1.1.2) with the initial condition \(W_0(x) = x\) is also well defined.

Let \(k \geq 1\) be an integer. We shall denote by \(C_c^k(\mathcal{M})\) the set of functions \(f : \mathbb{R}^d \times \mathcal{M} \rightarrow \mathbb{R}^d\) in \(\mathcal{L}\) and in \(C_c^{k,s}(\mathbb{R}^d \times \mathcal{M})\).

We write \(\tilde{\tau} := \int_\Omega \tau(\omega) \, d\nu(\omega), \tilde{f}(x, y) = f(x, y) - f(x)\). We define, for any real number \(t > 0\) and any \(\omega \in \Omega,\)

\[
n(t, \omega) := \max \left\{ n \geq 0 : \sum_{k=0}^{n-1} \tau(\sigma^k(\omega)) \leq t \right\}.
\]

We define \(F(x, \omega) := \int_0^{\tau(\omega)} f(x, (\omega, s)) \, ds\). We notice that, if \(f\) is in \(\mathcal{L}\), then \((E_\varepsilon^n)\) is a continuous process and the function \(F\) is well defined, measurable, uniformly bounded and uniformly Lipschitz continuous in the first parameter. Consequently, for any \(x \in \mathbb{R}^d\), \(F(x, \cdot)\) is measurable. Moreover, if \(f\) is in \(C_c^2(\mathcal{M})\), then the function \(F\) is in \(C_b^{2,s}\) and we have

\[
D_1 F(x, \omega) = \int_0^{\tau(\omega)} D_1 f(x, (\omega, s)) \, ds \quad \text{and} \quad D_1^2 F(x, \omega) = \int_0^{\tau(\omega)} D_1^2 f(x, (\omega, s)) \, ds.
\]
We shall make the following assumption:

**Hypothesis 3.1.1.** The function $f$ is in $C^{(2)}_0$. The Hypothesis 2.1.2 is satisfied for $F$ and for a normed vector space $V$. Moreover, the function $\tau$ is in $V$ and satisfies $C^{-1} \leq \tau \leq C$ for some constant $C > 0$.

We fix a real number $T_0 > 0$. The main result of this section is the following one:

**Theorem 3.1.2.** Under Hypothesis 3.1.1, for any integer $L \geq 1$, we have

$$\sup_{0 \leq t \leq T_0} \sup_{x \in \mathbb{R}^d} \sup_{0 \leq t \leq T_0} \left\| E_t^\varepsilon(x, \cdot) \right\|_L < +\infty.$$  

Moreover, the process $\left( \frac{E_t^\varepsilon(x, \cdot)}{\sqrt{\varepsilon}} \right)_{0 \leq t \leq T_0}$ converges in distribution, for the probability measure $\mu$ and for the uniform topology on $C([0, T_0])$ (when $\varepsilon$ goes to 0), to the process $\left( \tilde{E}_t^0(x, \cdot) \right)_{0 \leq t \leq T_0}$ solution of:

$$E_t^0(x, \cdot) = V_t^0(x, \cdot) + \int_0^t Df(w_s(x)) \cdot E_s^0(x, \cdot) ds,$$

with the initial condition $E_0^0(x, \cdot) = 0$ and where $\tilde{V}^0(x, \cdot)$ is a continuous Gaussian process with independent increments, centered and such that we have:

$$\text{Cov} \left( \tilde{V}_t^0(x, \cdot) \right) = \left( \int_0^t B_{i,j}(w_s(x)) ds \right)_{i,j},$$

with $B_{i,j}(x) := \lim_{t \to +\infty} \frac{1}{t} \int_0^t \int_0^t E_{\mu} \left[ \tilde{f}_i(x, Y_s(\cdot)) \cdot \tilde{f}_j(x, Y_s(\cdot)) \right] ds du.$

The remainder of this section is devoted to the proof of this theorem.

### 3.2. Discretisation of the model

Following [11], we get the following result, that leads us to the study of the averaging problem in terms of a dynamical system given by a transformation.

**Hypothesis 3.2.1.** The function $\tau$ satisfies $C^{-1} \leq \tau \leq C$ for some constant $C > 0$ and the function $f : \mathbb{R}^d \times \mathcal{M} \to \mathbb{R}^d$ is in $\mathcal{L}$.

We consider the solutions $(x_t^x(\cdot))_t$ and $(w_t(x))_t$ of equations (1.1.3) with the initial conditions $x_0^x(\cdot) = w_0(x) = x$ for $F(x, \omega) := \int_0^\tau f(x, (\omega, s)) ds$. We observe that, since $\tilde{F} = \tau \tilde{f}$, we have $w_t(x) = W_{\tau t}(x)$.

**Proposition 3.2.2 (Kifer).** Under Hypothesis 3.2.1, there exists a real number $C_0 > 0$ such that, for any $\varepsilon > 0$, we have

$$\sup_{x \in \mathbb{R}^d} \sup_{t \in [0, T_0]} \sup_{\omega \in \Omega} \sup_{0 \leq s \leq \tau(\omega)} \left| X_t^x(x, (\omega, s)) - x_{\varepsilon n(t, \omega)}^x(x, \omega) \right| \leq C_0 \varepsilon.$$

We consider the function $\tilde{w}_t^\varepsilon(x, \omega)$ given by

$$\frac{d\tilde{w}_t^\varepsilon(x, \omega)}{dt} = \tau \left( \sigma(\varepsilon \frac{\tilde{f}}{\sqrt{\varepsilon}}(x, \omega)) \right) \tilde{f}(\tilde{w}_t^\varepsilon(x, \omega)),$$

with the initial condition $\tilde{w}_0^\varepsilon(x, \omega) = x$. We notice that, according to Proposition 3.2.2, we have:

$$\sup_{x \in \mathbb{R}^d} \sup_{0 \leq t \leq T_0} \sup_{\omega \in \Omega} \left| W_t^x(x, \omega) - \tilde{w}_t^\varepsilon(x, \omega) \right| = O(\varepsilon).$$

Thus, we have

$$\frac{E_t^\varepsilon(x, (\omega, s))}{\sqrt{\varepsilon}} = \frac{e_{\varepsilon n(t, \omega)}^x(x, \omega)}{\sqrt{\varepsilon}} - \frac{f_{\varepsilon n(t, \omega)}^x(x, \omega)}{\sqrt{\varepsilon}} + O(\sqrt{\varepsilon}),$$
where we have defined \( f_t(x, \omega) := \tilde{w}_t^T(x, \omega) - w_t(x) \). We observe that \( f_t(x, \omega) \) is obtained as \( e_t^\tau(x, \omega) \) by considering the function \( K(x, \omega) := \tau(\omega)f(x) \) instead of the function \( F(x, \omega) \). According to the following result, results of convergence in distribution established in \((\Omega, \nu)\) are still true in \((\mathcal{M}, \mu)\).

**Proposition 3.2.3.** Let us suppose that the sequence of random variables \( \left( \sum_{k=0}^{n-1} \tau \circ \sigma^k \right)_n \) converges in probability (for \( \nu \)) to \( \tau \). Let \( t > 0 \) be a real number and \( x \) be a point in \( \mathbb{R}^d \). If \( \left( \frac{\epsilon^T(x, \omega)}{\sqrt{\epsilon}} \right)_{\epsilon > 0} \) converges in distribution (for \( \nu \)) to a random variable \( Z \) (when \( \epsilon \) goes to 0), then the family of random variables \( \left( G_\epsilon : (\omega, s) \mapsto \frac{\epsilon^T(x, \omega)}{\sqrt{\epsilon}} \right)_{\epsilon > 0} \) converges in distribution (for \( \mu \)) to the random variable \( Z \) (when \( \epsilon \) goes to 0).

**Proof.** Let \( z \in \mathbb{R}^d \) be fixed. We have \( \mathbb{E}_\mu \left[ e^{\xi(z, G_\epsilon(\cdot))} \right] = \frac{1}{t} \int_{\Omega} \tau(\omega)e^{\xi(z, G_\epsilon(\omega))} d\nu(\omega) \) and, for any integer \( m \geq 1 \),

\[
\left| \frac{1}{t} \int_{\Omega} \tau(\omega)e^{\xi(z, G_\epsilon(\omega))} d\nu(\omega) - \int_{\Omega} e^{\xi(z, G_\epsilon(\omega))} d\nu(\omega) \right| \leq A_m^\epsilon + B_m^\epsilon,
\]

with

\[
A_m^\epsilon := \frac{1}{t} \sum_{k=0}^{m-1} \left| \int_{\Omega} \tau \circ \sigma^k(\omega) \left( e^{\xi(z, G_\epsilon(\sigma^k(\omega), 0))} - e^{\xi(z, G_\epsilon(\omega))} \right) d\nu(\omega) \right|
\]

and

\[
B_m^\epsilon := \frac{1}{t} \sum_{k=0}^{m-1} \left( \tau \circ \sigma^k(\omega) - \tau \right) e^{\xi(z, G_\epsilon(\omega))} d\nu(\omega) \right|.
\]

Let \( \alpha > 0 \) be a real number. We fix an integer \( m \geq 1 \) such that we have \( \nu \left( \frac{1}{m} \sum_{k=0}^{m-1} (\tau \circ \sigma^k - \tau) \right) \geq \alpha \). We get \( B_m^\epsilon \leq \frac{1}{m} + \frac{\max \alpha}{\tau} \). On the other hand, we have

\[
A_m^\epsilon \leq \frac{\sup_{\omega} \tau}{\tau} \frac{1}{m} \sum_{k=0}^{m-1} \int_{\Omega} |z|. |G_\epsilon(\sigma^k(\omega), 0) - G_\epsilon(\omega, 0)| d\nu(\omega).
\]

Now, for any \( \omega \in \Omega \), any integer \( k = 0, \ldots, m-1 \) and any real number \( \epsilon > 0 \) such that \( \epsilon m \leq t \), we have

\[
|G_\epsilon(\sigma^k(\omega), 0) - G_\epsilon(\omega, 0)| = \left| \frac{x_T^\epsilon(x, \omega^\tau)}{\sqrt{\epsilon^T(x, \omega^\tau)} - x_T^\epsilon(x, \omega^\tau)} \right|
\]

\[
= \frac{1}{\sqrt{\epsilon}} \left| \int_0^t F \left( x_s^\epsilon(x, \sigma^k(\omega)), \sigma \frac{d\sigma^k(\omega)}{ds}(\omega) \right) - F \left( x_s^\epsilon(x, \omega), \sigma \frac{d\sigma^k(\omega)}{ds}(\omega) \right) ds \right|
\]

\[
\leq 2 \sqrt{\epsilon k} F_{\infty} + \frac{1}{\sqrt{\epsilon}} \int_0^t L_F \left| x_s^\epsilon(x, \sigma^k(\omega)) - x_s^\epsilon(x, \sigma^k(\omega)) \right| ds
\]

\[
\leq (2 + tL_F) \sqrt{\epsilon k} F_{\infty} + L_F \int_0^t \left| x_s^\epsilon(x, \sigma^k(\omega)) - x_s^\epsilon(x, \omega) \right| \sqrt{\epsilon} ds.
\]

According to Gronwall lemma, we get

\[
|G_\epsilon(\sigma^k(\omega), 0) - G_\epsilon(\omega, 0)| \leq (2 + tL_F) F_{\infty} \sqrt{\epsilon m^n \epsilon^n}.
\]

\[
\square
\]

### 3.3. Estimations in norm

According to Theorem 2.1.3, we make the following remark:

**Remark.** Under Hypothesis 3.1.1, for any real number \( T' > 0 \) and any integer \( L \geq 1 \), we have

\[
\sup_{0 < \epsilon < 1} \sup_{t \in [0, T']} \sup_{x \in \mathbb{R}^d} \frac{1}{\sqrt{\epsilon}} \| e_T^\epsilon(x) \|_L < +\infty \quad \text{and} \quad \sup_{0 < \epsilon < 1} \sup_{t \in [0, T']} \sup_{x \in \mathbb{R}^d} \frac{1}{\sqrt{\epsilon}} \| f_T^\epsilon(x) \|_L < +\infty.
\]
We establish here the first conclusion of Theorem 3.1.2:

**Theorem 3.3.1.** Under Hypothesis 3.1.1, for any integer $L \geq 1$, we have

$$
\sup_{0 < \varepsilon < 1} \sup_{0 \leq t \leq T_0} \sup_{x \in \mathbb{R}^d} \left\| \frac{E_t(x, \cdot)}{\sqrt{\varepsilon}} \right\|_L < +\infty.
$$

According to Proposition 3.2.2 and to the previous remark, this is a consequence of the following result:

**Proposition 3.3.2.** Under Hypothesis 3.1.1, for any real number $T > 0$ and any integer $L \geq 2$, we have

$$
\lim_{\varepsilon \to 0} \sup_{0 \leq t \leq T} \sup_{x \in \mathbb{R}^d} \left\| e^{-\frac{t}{2L}} \left( e^{\varepsilon}((\cdot, \cdot)) - e^{\varepsilon}(x, \cdot) \right) \right\|_{2L} = 0
$$

(3.3.1)

and

$$
\lim_{\varepsilon \to 0} \sup_{0 \leq t \leq T} \sup_{x \in \mathbb{R}^d} \left\| f^{\varepsilon}((\cdot, \cdot)) - f^{\varepsilon}(x, \cdot) \right\|_{2L} = 0.
$$

(3.3.2)

We can prove Proposition 3.3.2 using the same arguments as [11] with the help of the following lemma:

**Lemma 3.3.3.** Let $L \geq 1$ be an integer. There exists a real number $C_L > 0$ such that we have

$$
\sup_{N \geq 1} \left\| \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} (\tau \circ \sigma^k - \tilde{\tau}) \right\|_{2L}^{2L} \leq C_L < +\infty
$$

and there exists a constant $K_L > 0$ such that, for any real numbers $\varepsilon > 0$, $K > 2\tilde{\tau} \varepsilon$ and $t > 0$, we have

$$
\nu \left( \left\{ \tilde{\tau} \varepsilon (\frac{t}{\varepsilon}) - t \geq K \right\} \right) \leq K_L t^{2L} e^{2L} K^{-4L}.
$$
Proof. The first result is a consequence of the fact that $\tau$ is in $V$ and of Lemma 2.3.4. Let a real number $K$ such that $K \geq 2\bar{\tau} \varepsilon$. We have

$$
\nu \left( \left\{ \bar{\tau} \varepsilon n \left( \frac{t}{\varepsilon} \cdot \right) - t \geq K \right\} \right) \leq \nu \left( \left\{ \bar{\tau} \varepsilon n \left( \frac{t}{\varepsilon} \cdot \right) - t \geq K \right\} \right) + \nu \left( \left\{ \bar{\tau} \varepsilon n \left( \frac{t}{\varepsilon} \cdot \right) - t \leq -K \right\} \right)
$$

$$
< \nu \left( \left\{ n \left( \frac{t}{\varepsilon} \cdot \right) \geq \frac{t + K}{\bar{\tau} \varepsilon} \right\} \right) + \nu \left( \left\{ n \left( \frac{t}{\varepsilon} \cdot \right) \leq \frac{t - K}{\bar{\tau} \varepsilon} \right\} \right)
$$

$$
\leq \nu \left( \left\{ \left\lceil \frac{t + K}{\bar{\tau} \varepsilon} \right\rceil \right\} \right) + \nu \left( \left\{ \left\lceil \frac{t - K}{\bar{\tau} \varepsilon} \right\rceil \right\} \right)
$$

$$
\leq \nu \left( \left\{ \left\lceil \frac{t + K}{\bar{\tau} \varepsilon} \right\rceil \right\} \right) + \nu \left( \left\{ \left\lceil \frac{t - K}{\bar{\tau} \varepsilon} \right\rceil \right\} \right)
$$

$$
= \nu \left( \left\{ \left\lceil \frac{t}{\varepsilon} \cdot \right\rceil \right\} \right) + \nu \left( \left\{ \left\lceil \frac{t}{\varepsilon} \cdot \right\rceil \right\} \right)
$$

$$
\leq \nu \left( \left\{ \left\lceil \frac{t}{\varepsilon} \cdot \right\rceil \right\} \right) + \nu \left( \left\{ \left\lceil \frac{t}{\varepsilon} \cdot \right\rceil \right\} \right)
$$

If $t \geq K$, then we have $\frac{t + K}{\bar{\tau} \varepsilon} + 1 = \frac{1}{\bar{\tau} \varepsilon} (t + K + \varepsilon \bar{\tau}) \leq \frac{1}{\bar{\tau} \varepsilon} 2t$ and therefore

$$
\nu \left( \left\{ \left\lceil \frac{t}{\varepsilon} \cdot \right\rceil \right\} \right) \leq \frac{1 + 2L \varepsilon^{-4L} K^{4L}}{2^{1+2L} \varepsilon^{-4L} K^{4L} K^{-4L}}.
$$

If $t < \varepsilon \min \tau < K$, then we have $n \left( \frac{t}{\varepsilon} \cdot \right) = 0$ and therefore

$$
\nu \left( \left\{ \left\lceil \frac{t}{\varepsilon} \cdot \right\rceil \right\} \right) = 0 \cdot \varepsilon^{2L} K^{-4L}.
$$
If \( \varepsilon \min \tau \leq t < K \), then we have

\[
\nu \left( \left\{ |\hat{\tau} \varepsilon n \left( \frac{t}{\varepsilon} \right) - t | \geq K \right\} \right) \leq \nu \left( \left\{ |\hat{\tau} \varepsilon n \left( \frac{t}{\varepsilon} \right) - t | \geq K \right\} \right)
\leq \frac{1}{8L} \left( \frac{4L}{\varepsilon - 8L K^{4L}} \right) \left( \min_{n \geq 1} \frac{1}{\sqrt{n}} \sum_{k=0}^{n-1} (\tau \circ \sigma^k - \hat{\tau}) \right)_{sL}
\leq \frac{1}{8L} \left( \frac{4L}{\varepsilon - 8L K^{4L}} \right) \left( \min_{n \geq 1} \frac{1}{\sqrt{n}} \sum_{k=0}^{n-1} (\tau \circ \sigma^k - \hat{\tau}) \right)_{sL}
\leq \left( \frac{5}{2} \right) \frac{4L}{\varepsilon - 8L K^{4L}} \left( \min_{n \geq 1} \frac{1}{\sqrt{n}} \sum_{k=0}^{n-1} (\tau \circ \sigma^k - \hat{\tau}) \right)_{sL}
\leq \left( \frac{5}{2} \right) \frac{4L}{\varepsilon - 8L K^{4L}} \left( \min_{n \geq 1} \frac{1}{\sqrt{n}} \sum_{k=0}^{n-1} (\tau \circ \sigma^k - \hat{\tau}) \right)_{sL}
\leq \left( \frac{5}{2} \right) \frac{4L}{\varepsilon - 8L K^{4L}} \left( \min_{n \geq 1} \frac{1}{\sqrt{n}} \sum_{k=0}^{n-1} (\tau \circ \sigma^k - \hat{\tau}) \right)_{sL}
\]

Sketch of the proof of Proposition 3.3.2. We only give the ideas of the proof which follows from [11]. We are interested in the proof of (3.3.1); the proof of (3.3.2) being obtained in the same way with \( \hat{f} \) instead of \( f \) (and then \( \tau(\hat{w}) \hat{f}(x) \) instead of \( F(x, \hat{w}) \)). For any real number \( t \) in \( [0, T_0] \), we have

\[
\frac{1}{\sqrt{\varepsilon}} \left\| e^{\varepsilon n(\hat{\tau}, \cdot)}(x, \cdot) - e^{\varepsilon \hat{f}}(x, \cdot) \right\|_{2L} = \frac{1}{\sqrt{\varepsilon}} \left\| \int_{\hat{\tau}}^{\varepsilon n(\hat{\tau}, \cdot)} \left( F (x, \cdot) - \hat{F} (w_s(x)) \right) \, ds \right\|_{2L}
\leq \left\| I_{\varepsilon}^f(x, \cdot) \right\|_{2L} + \left\| J_{\varepsilon}^f(x, \cdot) \right\|_{2L},
\]

with

\[
I_{\varepsilon}^f(x, \cdot) := \frac{1}{\sqrt{\varepsilon}} \int_{\hat{\tau}}^{\varepsilon n(\hat{\tau}, \cdot)} \hat{F} (w_s(x), \sigma^k \hat{\tau}(\cdot)) \, ds = v_{\varepsilon n(\hat{\tau}, \cdot)}(x, \cdot) - v_{\varepsilon \hat{f}}(x, \cdot)
\]

and

\[
J_{\varepsilon}^f(x, \cdot) := L_F \int_{\hat{\tau}}^{\varepsilon n(\hat{\tau}, \cdot)} \left| \frac{e^{\varepsilon \hat{f}}(x, \cdot)}{\sqrt{\varepsilon}} \right| \, ds,
\]

where \( L_F \) is the Lipschitz coefficient of \( F \), for the regularity in the first variable. Let \( \alpha \) be a real number such that \( \frac{1}{8L} < \alpha < \frac{1}{5} \). According to the previous lemma, via calculations we omit here and which follow from [11], we get: \( \| I_{\varepsilon}^f(x, \cdot) \|_{2L} \leq C^* (\varepsilon^\alpha + \varepsilon^{\frac{1}{8L} - 1} + \varepsilon^{\frac{1}{4L} - 3\alpha}) \) and \( \| J_{\varepsilon}^f(x, \cdot) \|_{2L} \leq C^* (\varepsilon^\alpha + \varepsilon^{\frac{1}{4L} - 3\alpha}) \). \( \square \)

According to the foregoing, Proposition 3.3.2 gives us the results of convergence of Theorem 3.1.2 in the sense of finite distributions. But, to prove the convergence in distribution, we need an additional argument (cf. Sect. 3.4).

3.4. Convergence in distribution

We complete the proof of Theorem 3.1.2 which is given in several steps. Proposition 3.2.2 leads us to the study of the asymptotical behavior of \( \left( e^{\varepsilon n(\hat{\tau}, \cdot)}(x, \cdot) - f_{\varepsilon n(\hat{\tau}, \cdot)}(x, \cdot) \right)_{0 \leq t \leq T_0} \) when \( \varepsilon \) goes to 0. First, we prove the following lemma:
Lemma 3.4.1. Let a real number $T' > 0$ and a point $x$ in $\mathbb{R}^d$ be fixed. The family of processes
\[
\left( \frac{\tilde{v}_t(x) - f_t(x)}{\sqrt{\varepsilon}} \right)_{0 \leq t \leq T'}
\]
converges in distribution (for $\nu$ and for the uniform topology on $C([0, T'])$) when $\varepsilon$ goes to 0) to the process $\tilde{y}_t^0(x, \cdot)$ solution of:
\[
\tilde{y}_t^0(x, \cdot) = v_t^0(x, \cdot) + \int_0^t D\hat{F}(w_s) \cdot \tilde{y}_s^0(x, \cdot) \, ds,
\]
where $\tilde{y}_t^0(x, \cdot)$ is a continuous Gaussian process with independent increments, centered and such that $\text{Cov}(v_t^0(x, \cdot)) = \left( \int_0^t A_{t,j}(w_s(x)) \, ds \right)_{i,j}$, with
\[
A_{t,j}(x) := \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} \int_0^t \int_0^t \mathbb{E}_u \left[ G_i(x, \sigma^{[\cdot]}(\cdot)) \cdot G_j(x, \sigma^{[\cdot]}(\cdot)) \right] \, ds, du,
\]
and $G(x, \omega) := F(x, \omega) - \tau(\omega) \int f(x) = \int_0^t (\omega) \hat{f}(x, (\omega, u)) \, du$.

Proof. We can prove that the family of processes $\left( \left( \frac{\tilde{v}_t(x) - f_t(x)}{\sqrt{\varepsilon}} \right)_{0 \leq t \leq T'} \right)_{\varepsilon > 0}$ is tight (for $\nu$) as we proved the tightness of the family of processes $\left( \left( \frac{\tilde{v}_t(x) - f_t(x)}{\sqrt{\varepsilon}} \right)_{0 \leq t \leq T'} \right)_{\varepsilon > 0}$ in Section 2.4. Moreover, we have seen, in the proof of Theorem 2.1.3 (Sect. 2.4), that we have $\lim_{\varepsilon \to 0} \sup_{0 \leq t \leq T'} \left\| \frac{\tilde{v}_t(x) - f_t(x)}{\sqrt{\varepsilon}} \right\|_1 = 0$. Taking $\tilde{f}$ instead of $f$, $H(x, \omega) := \tau(\omega) \int f(x)$ instead of $F$ and $\tilde{H} := H - \hat{\tau} \cdot \hat{f}$ instead of $\hat{F}$, we get, in the same way, $\lim_{\varepsilon \to 0} \sup_{0 \leq t \leq T'} \left\| \frac{\tilde{f}_t(x) - f_t(x)}{\sqrt{\varepsilon}} \right\|_1 = 0$, with $\tilde{y}_t^0(x, \cdot) = \tilde{v}_t^0(x, \cdot) + \int_0^t \hat{D}\hat{F}(w_s(x)) \cdot \tilde{y}_s^0(x, \cdot) \, ds$ and $\tilde{v}_t^0(x, \cdot) := \frac{1}{\sqrt{\varepsilon}} \int_0^t \tilde{H}(w_s(x), \sigma^{[\cdot]}(\omega)) \, du - \frac{1}{\varepsilon} \int_0^1 \left( \sigma^{[\cdot]}(\omega) \right) \hat{f}(w_s(x)) \, du$. This leads us to the study of $\tilde{y}_t^0(x, \cdot) := y_t^0(x, \cdot) - \tilde{y}_t^0(x, \cdot)$. Let us define:
\[
\tilde{v}_t^0(x, \cdot) := \tilde{v}_t^0(x, \cdot) - \tilde{v}_t^0(x, \cdot)
\]
\[
= \frac{1}{\sqrt{\varepsilon}} \int_0^t \hat{F}(w_s(x), \sigma^{[\cdot]}(\omega)) - \tau \left( \sigma^{[\cdot]}(\omega) \right) \hat{f}(w_s(x)) \, du
\]
\[
= \frac{1}{\sqrt{\varepsilon}} \int_0^t G(w_s(x), \sigma^{[\cdot]}(\omega)) \, du.
\]
Moreover, we have: $y_t^0(x, \cdot) = \tilde{v}_t^0(x, \cdot) + \int_0^t \hat{D}\hat{F}(w_s(x)) \cdot \tilde{y}_s^0(x, \cdot) \, ds$. Now, according to Theorem 2.3.2 for $G(x, \omega) = F(x, \omega) - \tau(\omega) \int f(x)$, the family of processes $\left( \left( \tilde{v}_t^0(x, \cdot) \right)_{0 \leq t \leq T'} \right)_{\varepsilon > 0}$ converges in distribution for $\nu$ and for the $C([0, T'])$ topology (when $\varepsilon$ goes to 0) to a continuous Gaussian process with independent increments $\tilde{v}_t^0(x, \cdot)$ centered such that $\text{Cov}(\tilde{v}_t^0(x, \cdot)) = \left( \int_0^t A_{t,j}(w_s(x)) \, ds \right)_{i,j}$, with $A_{t,j}(x)$ as in the statement of the lemma. As in the proof of Proposition 2.4.1, we can show that $\left( \left( \tilde{y}_t^0(x, \cdot) \right)_{0 \leq t \leq T'} \right)_{\varepsilon > 0}$ converges in distribution for $\nu$ (when $\varepsilon$ goes to 0) to the process $\left( \tilde{y}_t^0(x, \cdot) \right)_{0 \leq t \leq T'}$. □

Lemma 3.4.2. Let $T' > 0$ be a real number and $x$ be a point in $\mathbb{R}^d$. The family of (continuous) processes
\[
\left( \frac{\tilde{v}_t(x, \omega) - f_t(x, \omega)}{\sqrt{\varepsilon}} \right)_{0 \leq t \leq T'}
\]
converges in distribution for $\mu$ and for the uniform topology on $C([0, T'])$ (when $\varepsilon$ goes to 0) to $\left( \tilde{y}_t^0(x, \cdot) \right)_{0 \leq t \leq T'}$.

Proof. This family of processes is tight (for $\mu$). Moreover, we can show its convergence in the sense of finite distributions (for $\mu$) to $\tilde{y}_t^0(x, \cdot)$, as we proved Proposition 3.2.3. □
Using Theorem 2.1.3 for $F(x, \omega) = \tau(\omega)$ and a classical argument, we get the following lemma:

**Lemma 3.4.3.** The family of processes $\left(\left(\varepsilon n_t(\cdot, \cdot)\right)_{0 \leq t \leq T_0}\right)_{\varepsilon > 0}$ converges in uniform probability (for $\nu$) to the deterministic process $\left(\frac{1}{\varepsilon}\right)_{0 \leq t \leq T_0}$ (when $\varepsilon$ goes to 0), i.e. the random variable $\sup_{0 \leq t \leq T_0} |\varepsilon n_t(\cdot, \cdot) - \frac{1}{\varepsilon}|$ converges in probability (for $\nu$) to 0 (when $\varepsilon$ goes to 0).

**Lemma 3.4.4.** Under Hypothesis 3.1.1, the family of processes $\left(\left(\frac{E_t^\varepsilon(x, \cdot)}{\sqrt{\varepsilon}}\right)_{0 \leq t \leq T_0}\right)_{\varepsilon > 0}$ converges in distribution for $\mu$ and for the uniform topology on $C([0, T_0])$ (when $\varepsilon$ goes to 0) to the process $\left(\frac{\tilde{y}_t(\cdot, \cdot)}{\frac{1}{\varepsilon}}\right)_{0 \leq t \leq T_0}$.

**Proof.** We show that $\left(\left(\frac{e_n^\varepsilon(x, \cdot) - f_n^\varepsilon(x, \cdot)}{\sqrt{\varepsilon}}\right)_{0 \leq t \leq T_0}\right)_{\varepsilon > 0}$ converges in distribution for $\mu$ and for the uniform topology on $C([0, T_0])$ to the process $\left(\frac{\tilde{y}_t^0(\cdot, \cdot)}{\frac{1}{\varepsilon}}\right)_{0 \leq t \leq T_0}$ (when $\varepsilon$ goes to 0). According to Lemma 3.4.3, for any real number $T' > 0$, the family of processes $\left(\left(\omega, s \rightarrow \left(n_t(\frac{\omega}{\varepsilon}, \cdot)\right)_{0 \leq t \leq T'}\right)_{\varepsilon > 0}\right)$ converges in uniform probability (for $\mu$) to the deterministic process $\left(\left(\frac{1}{\varepsilon}\right)_{0 \leq t \leq T'}. So, family of processes $\left(\left(\left(N(\varepsilon, t) := \varepsilon \left(n_t(\cdot, \cdot) + \frac{1}{\varepsilon} \sum_{i=1}^{k}\left(\tau_{s, \sigma_i}(\cdot)\right)\right)_{0 \leq t \leq T'}\right)_{\varepsilon > 0}\right)$ converges in uniform probability (for $\mu$) to the deterministic process $\left(\frac{1}{\varepsilon}\right)_{0 \leq t \leq T'}$ (when $\varepsilon$ goes to 0). So, according to Theorem 4.4 in [2], the family of processes $\left(\left(\frac{e_n^\varepsilon(x, \cdot) - f_n^\varepsilon(x, \cdot)}{\sqrt{\varepsilon}}\right)_{0 \leq t \leq T_0}\right)_{\varepsilon > 0}$ converges in distribution for $\mu$ to $\left(\frac{\tilde{y}_t^0(\cdot, \cdot)}{\frac{1}{\varepsilon}}\right)_{0 \leq t \leq T_0}$. Since $h : C([0; \frac{T_0}{\max \nu} + 1]) \times C([0; T_0]) \rightarrow [0; \frac{T_0}{\min \nu} + 1] \rightarrow C([0; T_0])$ defined by $h(f, g) = f \circ g$ is continuous, the family of processes $\left(\left(\frac{e_n^\varepsilon(x, \cdot) - f_n^\varepsilon(x, \cdot)}{\sqrt{\varepsilon}}\right)_{0 \leq t \leq T_0}\right)_{\varepsilon > 0}$ converges in distribution to the process $\left(\frac{\tilde{y}_t^0(\cdot, \cdot)}{\frac{1}{\varepsilon}}\right)_{0 \leq t \leq T_0}$. Now, we have $\left|\frac{e_n^\varepsilon(x, \cdot) - f_n^\varepsilon(x, \cdot)}{\sqrt{\varepsilon}}\right| \leq 2\|F\|_{\infty} \sqrt{\varepsilon}$ and ident for $f^\varepsilon$ instead of $e^\varepsilon$. □

**End of the proof of Theorem 3.1.2.** We put $E_t^\varepsilon := \frac{\tilde{y}_t^0}{\frac{1}{\varepsilon}}$ and $\tilde{V}_t^0 := \frac{V_t^0}{\frac{1}{\varepsilon}}$. Then we have

$$E_t^\varepsilon(x, \cdot) = \tilde{V}_t^0(x, \cdot) + \frac{1}{\frac{1}{\varepsilon}} \int_0^t DF(w_t^\varepsilon(x)) \cdot E_s^\varepsilon(x, \cdot) ds.$$ 

On the other hand, we have $w_t^\varepsilon = W_s$ and $\tilde{f} = \frac{F}{\varepsilon}$. Moreover, $(\tilde{V}_t^0(x, \cdot))_t$ is a continuous Gaussian process, centered and such that

$$Cov\left(\tilde{V}_t^0(x, \cdot), \tilde{V}_s^0(x, \cdot)\right) = \left(\int_0^t A_{i,j}(w_u(x)) \, du\right)_{i,j} = \left(\int_0^t B_{i,j}(W_u(x)) \, du\right)_{i,j},$$

with $B_{i,j}(x) := \frac{1}{\frac{1}{\varepsilon}} A_{i,j}(x) = \frac{1}{\frac{1}{\varepsilon}} A_{i,j}(x) := \lim_{t \to +\infty} \frac{1}{\frac{1}{\varepsilon}} \sum_{k=0}^{\left\lfloor \frac{1}{\varepsilon} \right\rfloor - 1} \sum_{l=0}^{\left\lfloor \frac{1}{\varepsilon} \right\rfloor - 1} E_\nu \left[ G_i(x, \sigma^k(\cdot)) \cdot G_j(x, \sigma^l(\cdot)) \right] \, du$. Moreover, according to the foregoing, we have

$$\lim_{t \to +\infty} \sup_{x \in \mathbb{R}^d} \frac{1}{\frac{1}{\varepsilon}} \left\| \sum_{k=0}^{n(\frac{1}{\varepsilon})-1} G_i(x, \sigma^k(\cdot)) - \sum_{k=0}^{\left\lfloor \frac{1}{\varepsilon} \right\rfloor - 1} G_i(x, \sigma^k(\cdot)) \right\|_{L^4(\nu)} = 0.$$
(by using the control of $I^l_t(x, \cdot)$ obtained in the proof of Prop. 3.3.2 with $G_i(x, \cdot)$ instead of $\bar{f}$). Thus, we get:

$$B_{i,j}(x) = \lim_{t \to +\infty} E_{\nu} \left[ K_{i,j}(t, x, \cdot) \right],$$

with $K_{i,j}(t, x, \cdot) := \frac{1}{t} \left( \sum_{k=0}^{n(t, \cdot)-1} G_i(x, \sigma^k(\cdot)) \right) \left( \sum_{l=0}^{n(t, \cdot)-1} G_j(x, \sigma^l(\cdot)) \right)$. We notice that we have:

$$B_{i,j}(x) = \lim_{t \to +\infty} \int_{\mathcal{M}} K_{i,j}(x, t, \omega) \, d\mu(\omega, s).$$

Indeed, for any integer $m \geq 1$, we have

$$\int_{\mathcal{M}} K_{i,j}(x, t, \omega) \, d\mu(\omega, s) = \frac{1}{\tau} E_{\nu} \left[ \frac{1}{m} \sum_{s=0}^{m-1} \tau(\sigma^s(\cdot)) K_{i,j} (x, t, \sigma^s(\cdot)) \right]$$

and thus:

$$\left| E_{\nu} \left[ K_{i,j}(x, t, \cdot) \right] - \int_{\mathcal{M}} K_{i,j}(x, t, \omega) \, d\mu(\omega, s) \right| \leq L^\omega_{i,j}(x, t, m) + M^\omega_{i,j}(x, t, m),$$

with

$$L^\omega_{i,j}(x, t, m) := \frac{1}{m} \sum_{s=0}^{m-1} \left| E_{\nu} \left[ \tau(\sigma^s(\cdot)) K_{i,j} (x, t, \sigma^s(\cdot)) \right] \right|$$

and

$$M^\omega_{i,j}(x, t, m) := \frac{1}{\tau} E_{\nu} \left[ \frac{1}{m} \sum_{s=0}^{m-1} (\tau(\sigma^s(\cdot)) - \tau) K_{i,j} (x, t, \cdot) \right].$$

Considering a real number $\alpha > 0$ and choosing $m$ such that we have $\left\| \frac{1}{m} \sum_{s=0}^{m-1} (\tau(\sigma^s(\cdot)) - \tau) \right\|_{L^2(\nu)} \leq \alpha$, we get:

$$M^\omega_{i,j}(x, t, m) \leq \frac{\alpha}{\tau} \left\| K_{i,j} (x, t, \cdot) \right\|_{L^2(\nu)} \leq \frac{C\alpha}{\tau},$$

with $C := \sup_{x,i,j} \sup_{t > 0} \left\| K_{i,j} (x, t, \cdot) \right\|_2$ and

$$L^\omega_{i,j}(x, t, m) \leq \frac{\sup_{\omega,t} \tau}{m} \sum_{s=0}^{m-1} \left\| K_{i,j}(x, t, \cdot) - K_{i,j} (x, t, \sigma^s(\cdot)) \right\|_{L^1(\nu)}$$

$$\leq 2mC \| G \|_{\infty} \sup_{\omega,t} \tau \sum_{s=0}^{m-1} \frac{\sup_{t} \tau}{l \inf_{\Omega} \tau}.$$ 

Since we have

$$\sup_{t \to 0} \sup_{(\omega,s) \in \mathcal{M}} \left| \int_0^t \tilde{f}(x, Y_t (\omega, s)) \, du - \sum_{k=0}^{n(t, \cdot)-1} G_i (x, \sigma^k(\omega)) \right| \leq 3 \sup_{\Omega} \| \tilde{f} \|_{\infty},$$

we get: $B_{i,j}(x) = \lim_{t \to +\infty} \frac{1}{t} \int_0^t \int_0^t E_{\nu} \left[ \tilde{f}_{i}(x, \cdot) \tilde{f}_{j}(x, \cdot) \right].$ 

$\square$
4. Examples

We give examples of situations for which the Hypotheses 2.1.2 or 3.1.1 are satisfied. By direct calculations, we prove in [14] that our multiple decorrelation property is satisfied when the transfer operator acts in a quasi-compact way on a convenient normed space \((V, \| \cdot \|)\). An other example to which our method may be applied is the subshift of finite type for Gibbs measure associated with a Hölder continuous function \(\phi\), for the space \(V\) of \(\eta\)-Hölder continuous functions (cf. [14]). Thus, for these two examples we omit here, we obtain results already given in [11]. Moreover, we see that our multiple decorrelation property is strong, in the sense that it requires an exponential rate of decorrelation decay that is not required in [11]. Thus, we see that Kifer’s method may be applied to subshifts of finite type in a weakly regular case, for which our hypothesis of multiple decorrelation is not satisfied (cf. [14]).

In this section, we study two other examples. We show how our method can be applied to the ergodic algebraic toral automorphisms, including ergodic not hyperbolic automorphisms to which the method developed in [11] does not apply (for a filtration obtained in the classical way). We finish with the example of the billiard flow in some domain \(Q\) in \(\mathbb{T}^2\).

4.1. Ergodic toral automorphisms

Each algebraic automorphism \(\sigma = T\) of the torus \(\Omega = \mathbb{T}^n\) preserves the normalised Lebesgue measure \(\nu\) on \(\mathbb{T}^n\). We recall that a toral automorphism \(T\) is ergodic if and only if the matrix \(M \in SL(n, \mathbb{R})\) associated to \(T\) does not have any eigenvalue root of the unity and that a toral automorphism \(T\) is said to be hyperbolic if the matrix \(M\) does not have any eigenvalue of modulus 1. So, each hyperbolic toral algebraic automorphism is ergodic. But, the converse is false. The following matrix gives an example of an ergodic but non hyperbolic automorphism of \(\mathbb{T}^4\):

\[
\begin{pmatrix}
0 & 0 & 0 & -1 \\
1 & 0 & 0 & 2 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 2 \\
\end{pmatrix}
\]

Such an automorphism is said to be quasi-hyperbolic. In the following, we consider an ergodic toral algebraic automorphism \(T\) non necessarily hyperbolic. We denote by \(\hat{T} : \mathbb{R}^n \to \mathbb{R}^n\) the linear map associated to \(T\) and \(S\) the linear map transposed to \(\hat{T}\). We denote by \(E_u\) (resp. \(E_s\) and \(E_c\)) the \(S\)-stables spaces associated to the eigenvalues of modulus \(> 1\) (resp. \(< 1\) et \(= 1\)) and \(S\). We denote by \(m_u\), \(m_s\) and \(m_c\) the dimensions of the spaces \(E_u\), \(E_s\) and \(E_c\) (respectively). For any vector \(\alpha\) in \(\mathbb{R}^n\), we denote by \((\alpha_u, \alpha_s, \alpha_c)\) the unique element of \(E_u \times E_s \times E_c\) such that \(\alpha = \alpha_u + \alpha_s + \alpha_c\). Let \(v_1, ..., v_n\) be a basis of eigenvectors for \(S\). We denote by \(\| \cdot \|\) the norm of the supremum in the basis \(v_1, ..., v_n\). The following result insures us that the quasi-hyperbolic toral algebraic automorphisms are not \(\alpha\)-mixing. We recall that the coefficient of \(\alpha\)-mixing of two \(\sigma\)-algebras \(\mathcal{A}\) and \(\mathcal{B}\) contained in the (completed) Borel \(\sigma\)-algebra is the real number \(\alpha(\mathcal{A}, \mathcal{B})\) given by:

\[
\alpha(\mathcal{A}, \mathcal{B}) := \sup_{A \in \mathcal{A}} \sup_{B \in \mathcal{B}} |\nu(A \cap B) - \nu(A)\nu(B)|.
\]

**Proposition 4.1.1** [3, 12]. Let \(T\) be a quasihyperbolic algebraic automorphism of the torus \(\mathbb{T}^n\) and \(\mathcal{P}\) be a partition of the torus \(\mathbb{T}^n\) in a finite number of atoms, the diameters of which are small enough. We denote by \(\mathcal{A}_0\) the \(\sigma\)-algebra generated by the partition \(\bigvee_{k\geq 0} T^{-k}(\mathcal{P})\) and \(\mathcal{B}_m\) the \(\sigma\)-algebra generated by the partition \(\bigvee_{k\geq m} T^k(\mathcal{P})\). There exists a real number \(\beta > 0\) such that, for any integer \(m \geq 0\), we have \(\alpha(\mathcal{A}_0, \mathcal{B}_m) > \beta\). Consequently, \(\mathcal{P}\) is not \(\alpha\)-mixing.
Therefore, Kifer’s method does not apply in this case, for the filtration generated by the partition $\mathcal{P}$. Let $\eta \in ]0;1[$ be a real number. We prove the following result:

**Theorem 4.1.2.** The space $V = \mathcal{H}_\eta$ endowed with the norm $\| \cdot \|$ (defined by $\| f \| = \| f \|_\infty + C_f(\eta)$, where $C_f(\eta)$ is the Hölder coefficient of order $\eta$ of the function $f$) satisfies the multiple decorrelation property.

The two following results are consequences of this result:

**Theorem 4.1.3.** Let $T$ be an ergodic (algebraic) automorphism of the torus $\mathbb{T}^n$. Then, the conclusion of Theorem 2.1.3 holds for the system $(\Omega, \nu, \sigma) = (\mathbb{T}^n, \nu, T)$ and for $F : \mathbb{R}^d \times \mathbb{T}^n \to \mathbb{R}^d$ if $F$ is $C^{2,0}_b$ and if $F$ is uniformly Hölder of order $\eta$ in the second variable.

**Theorem 4.1.4.** Let $T$ be an ergodic automorphism of the torus $\mathbb{T}^n$. We consider the suspension flow $(\mathcal{M}, \mu, (Y_t)_t)$ defined over $(\mathbb{T}^n, \nu, T)$ by a function $\tau : \mathbb{T}^n \to [0; +\infty]$ Hölder of order $\eta$. Then, the conclusion of Theorem 3.4.4 holds for the flow $(Y_t)_t$ and for the function $f : \mathbb{R}^d \times \mathcal{M} \to \mathbb{R}^d$ if $f$ is $C^2_\eta$ and such that the function $F : \mathbb{R}^d \times \Omega \to \mathbb{R}^d$ given by $F(x, \omega) := \int_0^r f(x, (\omega, s)) \, ds$ is uniformly Hölder of order $\eta$ in the second variable.

**Proof of the Theorem 4.1.2.** We fix two integers $m \geq 1$ and $m' \geq 1$ and a real number $r > 1$. Let an integer $N \geq 1$ and $(m+m')$ elements of $V$ denoted $f^{(1)}, \ldots, f^{(m)}, g^{(1)}, \ldots, g^{(m')}$ and $(m+m')$ integers $k_1, k_2, \ldots, k_m, l_1, l_2, \ldots, l_{m'}$ with $0 \leq k_1 \leq k_2 \leq \cdots \leq k_m$ and $0 \leq l_1 \leq l_2 \leq \cdots \leq l_{m'}$. We define the functions $F := \prod_{i=1}^m f^{(i)} \circ T^{k_i}$ and $G := \prod_{i=1}^{m'} g^{(i)} \circ T^{l_i}$. We consider the quantity $\text{Cov} (F; G \circ T^N)$. We shall approach each function $f^{(i)}$ and $g^{(j)}$ by a trigonometrical polynom, using the Fejer kernel. The proof of the theorem shall be given in several steps. First, we give the following general result, a proof of which is given in [13] and [9]. Its corollary shall be useful in the following:

**Lemma 4.1.5.** Let $S_0 : \mathbb{R}^n \to \mathbb{R}^n$ be a linear map given by a matrix with integer coefficients and let $\| \cdot \|_0$ be a norm on $\mathbb{R}^n$. Let $V$ and $W$ be two vector sub-spaces of $\mathbb{R}^n$ $S_0$-stables such that $\mathbb{R}^n = V \oplus W$ and such that the eigenvalues of $(S_0)|_V$ are distinct from those of $(S_0)|_W$. If $V \cap \mathbb{Z}^n = \{0\}$, then there exists a real number $K > 0$ such that, for any non zero integer vector $k$ in $\mathbb{Z}^n$, we have

$$\inf_{v \in V} \| k - v \|_0 \geq K \| k \|_0^{-\dim(V)}.$$

**Corollary.** Since $T$ is ergodic, we have $\mathbb{Z}^n \cap (E_c \oplus E_a) = \{0\}$. Consequently, there exist two constants $K_{(\epsilon,s)} > 0$ and $K'_{(\epsilon,s)} > 0$ such that, for all non-null integer vector $\alpha \in \mathbb{Z}^n$, we have

$$\| \alpha \| \geq \frac{K_{(\epsilon,s)}}{\| \alpha \|^m_{\mathbb{Z}^n}} \geq \frac{K'_{(\epsilon,s)}}{\| \alpha \|^n_{\mathbb{Z}^n}}.$$

**Lemma 4.1.6.** There exists a constant $\tilde{C}_0 > 0$ such that, for any integer $M \geq 1$ and any function $f : \mathbb{T}^n \to \mathbb{R}$ Hölder continuous of order $\eta$ with Hölder coefficient $C_f^{(\eta)}$, there exists a trigonometrical polynom $f_M$ of degree bounded by $M$ (for the norm of the supremum in the canonical basis) such that we have

$$\| f_M \|_\infty \leq \| f \|_\infty \quad \text{and} \quad \| f - f_M \|_\infty \leq \tilde{C}_0 C_f^{(\eta)} M^{\frac{1}{2+\eta}}.$$
Proof. We use the Fejer kernel \( k_N(x) := \frac{1}{n} \left( \frac{\sin(n \pi x)}{n \pi x} \right)^2 \). We put \( K_N(x_1, ..., x_n) := \prod_{i=1}^n k_N(x_i) \). Then we have, for any integer \( N \geq 1 \) and any real number \( \delta > 0 \),

\[
|f(x) - K_N * f(x)| = \left| f(x) - \int_{T^n} f(x-t)K_N(t_1, ..., t_n) \, dt_1...dt_n \right|
\leq \int_{T^n} |f(x) - f(x-t)|K_N(t_1, ..., t_n) \, dt_1...dt_n
\leq \int_{T^n} |f(x) - f(x-t)|k_N(t_1) \cdot ... \cdot k_N(t_n) \, dt_1...dt_n
\leq \int_{T^n} C_{f_j}^{(n)} |t|^\gamma k_N(t_1) \cdot ... \cdot k_N(t_n) \, dt_1...dt_n
\leq n! \int_{[0, \frac{1}{2}]} |t|^\gamma k_N(t) \, dt
\leq n! C_{f_j}^{(n)} \left( \int_{[0, \frac{1}{2}]} |t|^\gamma k_N(t) \, dt \right).
\]

For any real number \( t \) such that \( \delta < |t| \leq \frac{1}{2} \), we have \( k_N(t) \leq \frac{1}{N(\sin(\pi t))} \leq \frac{1}{N\pi \delta} \leq \frac{1}{N\pi \delta} \). We get \( |f(x) - K_N * f(x)| \leq n! C_{f_j}^{(n)} (\delta^\gamma + \frac{1}{\pi N\delta}) \). We conclude by taking \( \delta = \delta_N = N^{-\frac{1}{2\pi}} \). \( \square \)

Continuation of the proof of Theorem 4.1.2. For any integer \( M \geq 1 \) and any \( i = 1, ..., m' \), we denote by \( f_M^{(i)} \) (resp. \( g_M^{(j)} \)) the trigonometrical polynomials defined as in the previous lemma for \( f = f^{(i)} \) (resp. \( f = g^{(j)} \)). For any integer \( M \geq 1 \), we denote by \( F_M := \prod_{i=1}^{m} f_M^{(i)} \circ T^{k_i} \) and \( G_M := \prod_{j=1}^{m'} g_M^{(j)} \circ T^{l_j} \). Then we have

\[
\|F - F_M\|_\infty \leq \tilde{C}_0 \left( \prod_{i=1}^{m} \|f^{(i)}\| \right) M^{-\frac{\gamma}{2\pi}} \text{ and } \|G - G_M\|_\infty \leq \tilde{C}_0 \left( \prod_{j=1}^{m'} \|g^{(j)}\| \right) M^{-\frac{\gamma}{2\pi}}.
\]

Now, we establish the following lemma:

**Lemma 4.1.7.** Let two integers \( m \geq 1 \) and \( m' \geq 1 \), two real numbers \( r > 1 \) and \( \gamma \in [0, \frac{1}{2r}] \) be given. There exist an integer \( N_0 \geq 1 \) and a real number \( r_0 \in [0, 1] \) such that for any integers \( 0 \leq k_1 \leq ... \leq k_m \), \( 0 \leq l_1 \leq ... \leq l_{m'} \), and any integer \( N \geq r \max(k_m, l_{m'}) \) and \( N - \max(k_m, l_{m'}) \geq N_0 \), for any trigonometrical polynomials \( P^{(1)}, ..., P^{(m)} \) and \( Q^{(1)}, ..., Q^{(m')} \) of degrees (for the norm \( \| \cdot \| \)) bounded by \( r_0^{-\gamma(N-k_m)} \), we have

\[
\text{Cov} \left( \prod_{i=1}^{m} P^{(i)} \circ T^{k_i}, \prod_{j=1}^{m'} Q^{(j)} \circ T^{l_j+N} \right) = 0.
\]

Proof. We denote by \( r_u \) the spectral radius of \( S^{-1}_{E_u} \). We fix a real number \( r_0 \in [r_u; 1] \). Then, there exists an integer \( N_1 \geq 1 \) such that, for any integer \( N \geq N_1 \), we have \( \|S^{-N}_{E_u}\|' \leq r_0^{-N} \). Put \( k_i^* := \left\lfloor \frac{N-k_m}{2} \right\rfloor + k_m - k_{m-i+1} \).
\[ \hat{P}^{(i)} := P(m-i+1), \quad l'_j := l_j + \left\lceil \frac{N-k_m}{2} \right\rceil \]
and \( \hat{Q}^{(j)} := Q^{(j)} \). Therefore, we have

\[
\text{Cov} \left( \prod_{i=1}^{m} P^{(i)} \circ T_{k_i}, \prod_{j=1}^{m'} Q^{(j)} \circ T_{l_j+N} \right) = \text{Cov} \left( \prod_{i=1}^{m} \hat{P}^{(i)} \circ T_{k_i-k_m}, \prod_{j=1}^{m'} \hat{Q}^{(j)} \circ T_{l_j+N-k_m} \right)
\]

and \( \left\lceil \frac{N-k_m}{2} \right\rceil = k'_1 \leq k'_2 \leq \cdots \leq k'_{m} \) and \( \left\lceil \frac{N-k_m}{2} \right\rceil = l'_1 \leq l'_2 \leq \cdots \leq l'_{m'} = \left\lceil \frac{N-k_m}{2} \right\rceil + l'_{m'} \). The frequencies appearing in the trigonometrical polynomials \( \prod_{i=1}^{m} \hat{P}^{(i)} \circ T_{k'_i} \) are of the form \( X_{\xi}^{-} := \sum_{i=1}^{m} S^{-k'_i} \xi_i \), where each \( \xi_i \) is an integer vector of \( \mathbf{Z}^n \) such that \( ||\xi_i||' \leq r_0^{-\gamma(N-k_m)} \). In the same way, the frequencies appearing in the trigonometrical polynomials \( \prod_{j=1}^{m'} \hat{Q}^{(j)} \circ T_{l'_j} \) are of the form \( X_{\eta}^{+} := \sum_{j=1}^{m'} S^{+l'_j} \eta_j \) each \( \eta_j \) is an integer vector of \( \mathbf{Z}^n \) such that \( ||\eta_j||' \leq r_0^{-\gamma(N-k_m)} \). Therefore, to show that we have:

\[
\text{Cov} \left( \prod_{i=1}^{m} \hat{P}^{(i)} \circ T_{-k'_i}, \prod_{j=1}^{m'} \hat{Q}^{(j)} \circ T_{l'_j} \right) = 0,
\]

it suffices to show that if \( X_{\xi}^{-} + X_{\eta}^{+} = 0 \), then \( X_{\xi}^{-} = X_{\eta}^{+} = 0 \). Let us consider integer vectors \( \xi_1, \ldots, \xi_m, \eta_1, \ldots, \eta_{m'} \in \mathbf{Z}^n \), the coordinates of which in the basis \( (v'_1, \ldots, v'_n) \) are less than \( r_0^{-\gamma(N-k_m)} \) and such that \( X_{\xi}^{-} \) and \( X_{\eta}^{+} \) are non zero. Let us suppose \( N \geq r_{\max(k_m, l_m')}, N \max(k_m, l_m') \) is large enough, then we have

\[
|| (X_{\eta}^{+})_u ||' > || (X_{\xi}^{-})_u ||'.
\]

If \( N \geq r_{\max(k_m, l_m')} \), then we have

\[
\left\| (X_{\xi}^{-})_u \right\|' = \left\| \sum_{i=1}^{m} S^{-k'_i} (\xi_i)_u \right\|' \leq \sum_{i=1}^{m} \left\| S^{-k'_i} (\xi_i)_u \right\|' \leq \sum_{i=1}^{m} r_0^{k'_i} \left\| (\xi_i)_u \right\|'
\]

\[
\leq m r_0^{\left\lceil \frac{N-k_m}{2} \right\rceil} \left\| (\xi_i)_u \right\|' \leq m r_0^{(N-k_m)/r_0^\gamma(N-k_m)}-1.
\]

On the other hand, there exists a constant \( C > 0 \) such that, for any integer \( l \geq 0 \), we have ||\( S^{l'} \eta_j \)||^r \leq C(l+1)^n. \]

We get

\[
\left\| (S^{-\left\lceil \frac{N-k_m}{2} \right\rceil} X_{\eta}^{+})_u \right\|' = \left\| \sum_{j=1}^{m'} S^{l'_j} \left( \left\lceil \frac{N-k_m}{2} \right\rceil \right) (\eta_j)_s,c \right\|' \leq \sum_{j=1}^{m'} C \left( l'_j - \left\lceil \frac{N-k_m}{2} \right\rceil + 1 \right) \left\| (\eta_j)_s,c \right\|'
\]

\[
\leq m' C (l_m' + 1)^n r_0^{-\gamma(N-k_m)} \leq m' C' \left( \frac{N-k_m}{r-1} \right)^n r_0^{-\gamma(N-k_m)},
\]

with \( C' = C \left( 1 + \frac{N-k_m}{2N} \right)^n \), since we have \( N-k_m \geq N - \max(k_m, l_m') \geq (r-1) \max(k_m, l_m') \geq (r-1) l_m' \) and \( N-k_m \geq 2N_1 > 0 \). Therefore, there exists a constant \( C_1 > 0 \) (independent of \( N, k_1, \ldots, k_m, l_1, \ldots, l_m' \)) such that, under the previous hypotheses, we have

\[
\left\| (S^{-\left\lceil \frac{N-k_m}{2} \right\rceil} X_{\eta}^{+})_u \right\|' \geq \frac{C_1}{(N-k_m)^{n^2} r_0^{-\gamma(N-k_m)}},
\]

\[
\text{Cov} \left( \prod_{i=1}^{m} \hat{P}^{(i)} \circ T_{k'_i}, \prod_{j=1}^{m'} \hat{Q}^{(j)} \circ T_{l'_j} \right) = 0,
\]
Indeed, let $\tilde{C} > 0$ be a real number. If we have $\left\| \left( S^{-\frac{N}{2}} \right) (X_\eta^+) \right\| \leq \left( \frac{\tilde{C}}{r_0} \right)^{\frac{n^2}{2}}$, then there exists a constant $C_2 > 0$ such that we have $\left\| S^{-\frac{N}{2}} (X_\eta^+) \right\| \leq C_2 \left( \frac{N}{r_0} \right)^{\frac{n^2}{2}} r_0^{\gamma(N-k_m)}$. According to the corollary of Lemma 4.1.5, we get $\left\| \left( S^{-\frac{N}{2}} \right) (X_\eta^+) \right\| \geq \frac{K_1 (\frac{N}{r_0} \gamma(n) (N-k_m))}{C_2 n (\frac{N}{r_0} \gamma(n) (N-k_m))}$. The constant $C_1 := \min \left\{ \tilde{C}, \frac{K_1}{C_2} \right\}$ is thus suitable. So we have

$$\left\| \left( X_\eta^+ \right) \right\| \geq \frac{C_1 r_0 \gamma(n) (N-k_m)}{n^2 r_0^{\gamma(N-k_m)}} \geq \frac{C_1 r_0 \gamma(n) (N-k_m)}{n^2 r_0^{\gamma(N-k_m)}}.$$

Since we have $\gamma_n < \frac{1}{2}$, if $N - k_m$ is large enough, we have

$$\frac{C_1 r_0 \gamma(n) (N-k_m)}{n^2 r_0^{\gamma(N-k_m)}} > m r_0 \gamma(n) (N-k_m) r_0^{-1}.$$

End of the proof of Theorem 4.1.2. The equivalence of the norms in finite dimension insures us the existence of a real number $c > 0$ such that $\left\| \cdot \right\| \leq c \left\| \cdot \right\|$. Put $N'_0 := \max \left( N_0, \frac{\ln(c)}{\gamma(\ln(r_0))} \right)$.

- If $N \leq r \max(k_m, l_m) + N'_0$, then we have

$$\left| \text{Cov}(F, G) \right| \leq m \left\| f^{(i)} \right\| \left\| g^{(j)} \right\| \leq \max_{i=1}^m \left\| f^{(i)} \right\| \max_{j=1}^m \left\| g^{(j)} \right\| r_0^{\frac{\gamma(N-r \max(k_m, l_m))}{c}} r_0^{-1}.$$

- Now, let us suppose $N \geq r \max(k_m, l_m) + N'_0$. Put $M := \left\lceil \frac{r_0 \gamma(n) (N-k_m)}{c} \right\rceil$. We have

$$\text{Cov}(F, G) = \text{Cov}(F - F_M, G) + \text{Cov}(F_M, G - G_M) + \text{Cov}(F_M, G_M).$$

Since $M \geq 1$, we have $M \geq \frac{r_0 \gamma(n) (N-k_m)}{2c}$ and, therefore, $\left\| F - F_M \right\| \left\| G - G_M \right\|$ is less than:

$$\tilde{C}_0 (2c)^{\frac{n^2}{2 \gamma^2}} \left( \max_{i=1}^m \left\| f^{(i)} \right\| \right) r_0^{\frac{2 \gamma (N-k_m)}{c}}.$$

Thus, $\left| \text{Cov}(F - F_M, G) \right|$ and $\left| \text{Cov}(F_M, G - G_M) \right|$ are less than:

$$\tilde{C}_0 (2c)^{\frac{n^2}{2 \gamma^2}} \left( \max_{i=1}^m \left\| f^{(i)} \right\| \right) r_0^{\frac{2 \gamma (N-k_m)}{c}} \left( \max_{j=1}^m \left\| g^{(j)} \right\| \right).$$

On the other hand, since the degrees of $F_M$ and $G_M$ for the norm $\left\| \cdot \right\|$ are less than $cM$, we have $\text{Cov}(F_M, G_M) = 0$, according to Lemma 4.1.7.

4.2. Sinai dispersive billiard with finite horizon

In this section we summarize results obtained in [14]. Some details are given in Appendix B. Stochastic properties (ergodicity, K-system, CLT, exponential rate of decorrelation) of the system we consider here have been studied in [5-7, 14, 17, 18] and in many other articles. We consider a compact subset $Q$ of $\mathbb{T}^2$ (with
connected interior), the complement of which is the finite union of strictly convex open sets (the closure of which are pairwise disjoints). We suppose that the boundary \( \partial Q \) of \( Q \) is \( C^3 \) with curvature \( \kappa \) never null. Two examples of such domain \( Q \) are drawn (in white) in the following picture. For any \( q \in \partial Q \), we denote by \( \overline{n}(q) \) the unitary normal vector to \( \partial Q \) at \( q \), oriented to the inside of \( Q \). We are interested in the behavior of a pinpoint particle moving in \( Q \) with unitary speed and elastic reflections off \( \partial Q \).

\[ Q_1 := T^1 \hat{Q} \cup M, \quad \text{with} \quad M := \{ x = (q, \overline{v}) \in T^1 Q : q \in \partial Q, \; (\overline{n}(q), \overline{v}) \geq 0 \}, \]

where \( T^1 A \) denote the unitary tangent bundle to \( A \). The **billiard flow** in \( Q \) is the flow \((S_t)\) on \( Q_1 \) given by \( S_t(q, \overline{v}) = (q_t, \overline{v}_t) \), where \( (q, \overline{v}) \) is the couple position-speed at time \( t \) of a particle that was at the position \( q \) with the speed \( \overline{v} \) at time \( 0 \). This flow preserves the normalised Lebesgue measure \( \mu_1 \) on \( Q_1 \). It is a classical result that this flow can be represented by the suspension flow over \((M, \nu, T)\) defined by the function \( \tau^+ : M \to [0; +\infty[ \) where:

- \( M \) is the set defined previously, corresponding to the set of configurations at the time just after a reflection;
- \( \nu \) is the Borel probability measure on \( M \) proportional to the measure given by \( \cos(\varphi) \, dr \, d\varphi \) where \( \varphi \) is the angular measure in \( \left[ -\frac{\pi}{2}; \frac{\pi}{2} \right] \) of the angle between \( \overline{n}(q) \) and \( \overline{v} \) and where \( r \) is the curvilinear absciss of \( q \) on the connected component of \( \partial Q \) to which it belongs;
- \( T \) is the transformation that maps a configuration \( (q, \overline{v}) \in M \) of a particle, at the time after a reflection, to the configuration \( (q', \overline{v}') \) of this particle at the time after the next reflection;

\[ \tau^+(q, \overline{v}) \] is the distance covered by a particle at position \( q \in \partial Q \) with speed \( \overline{v} \) until the next reflection off \( \partial Q \).

It is well-known that the probability measure \( \nu \) is \( T \)-invariant. The dynamical system \((M, \nu, T)\) is called the **billiard system** in \( Q \). We shall suppose here that the billiard in \( Q \) has **finite horizon**, i.e. that the function \( \tau^+ \) is uniformly bounded. In the first picture (Fig. 1), only the second example has finite horizon. We denote by \( R_0 \) the set of vectors tangent to \( \partial Q \): \( R_0 := \{ (q, \overline{v}) \in M : (\overline{n}(q), \overline{v}) = 0 \} \). For any integer \( k \), we define \( R_k := T^k(R_0) \). For any \( -\infty \leq k \leq l \leq +\infty \), we denote \( R_{k,l} := \bigcup_{j=k}^{l} R_j \). The study of the billiard system \((M, \nu, T)\) is complicated by the existence of singularities for \( T \) corresponding to points in \( R_{-1} \) (cf. picture).
But, it is well known that, for any integer $k \geq 1$, $T^k$ defines a $C^1$ diffeomorphism from $M \setminus R_{-k,0}$ onto $M \setminus R_{0,k}$.

For any real number $\eta > 0$ and any integer $m \geq 0$, we denote by $\mathcal{H}_{\eta,m}$ the set of the bounded functions $\phi : M \to \mathbb{R}$ for which the following quantity is finite:

$$C_{\phi} = C_{\phi}(\eta,m) := \sup_{C \in \mathcal{C}_m} \sup_{x,y \in C, x \neq y} \frac{|\phi(x) - \phi(y)|}{(\max(d(x,y), ..., d(T^m(x), T^m(y))))^\eta},$$

where $\mathcal{C}_m$ is the set of the connected components of $M \setminus R_{-m,0}$ and where $d$ is the metric defined on each connected component of $M$ by $d((q, \varphi), (q', \varphi')) = \sqrt{r - r'} + |\varphi - \varphi'|$ if $r$ (resp. $r'$) is the curvilinear absciss of $q$ (resp. $q'$) and if $\varphi$ (resp. $\varphi'$) is the angular measure in $[-\frac{\pi}{2}; \frac{\pi}{2}]$ between $\bar{n}(q)$ and $\bar{n}$ (resp. $\bar{n}'$). This space can be understood as the space of functions $\eta$-Hölder continuous in the $m$ future coordinates.

**Examples.** If $\phi : M \to \mathbb{R}$ is Hölder continuous of order $\eta$ on each connected component of $M$, then $\phi \circ T^m$ is maybe not Hölder continuous but is in $\mathcal{H}_{\eta,m}$. The function $\tau^+$ is in $\mathcal{H}_{1,1}$.

We suppose now that the flow $(M, \mu, (Y_t)_t)$ is the billiard flow $(Q_1, \mu_1, (S_t)_t)$ in the domain $Q$ and that the dynamical system $(\Omega, \nu, \sigma)$ is the billiard system $(M, \nu, T)$ in $Q$. We observe that, contrarily to the previous examples, here the functional spaces we are interested in are not stable by the transformation $T$. Nevertheless, if $g$ is in $\mathcal{H}_{\eta,m}$, then $g \circ T$ is in $\mathcal{H}_{\eta,m+1}$ and the controls we obtain are, in some way, uniform in $m$. Indeed, using the method developed by Young in [18], we have the following result a proof of which is given in [15]. To be complete, we give this proof in Appendix B.

**Proposition 4.2.1** (Strong decorrelation property [15]). Let $\eta > 0$ and $\kappa \in [0; \frac{1}{2}]$ be two real numbers. There exist constants $C_{\eta,\kappa} > 0$ and $\alpha_{\eta,\kappa} \in [0; 1]$ such that, for any integers $m_1, m_2 \geq 0$, for any functions $\phi$ and $\psi$ in $\mathcal{H}_{\eta,m_1}$ and in $\mathcal{H}_{\eta,m_2}$ respectively and for any integer $n \geq 0$, we have

$$|\text{Cov}(\phi, \psi \circ T^n)| \leq C_{\eta,\kappa} \left(\|\phi\|_\infty + C^{(\eta,m_1)}_{\phi}\right) \left(\|\psi\|_\infty + C^{(\eta,m_2)}_{\psi}\right) \alpha_{\eta,\kappa} n^{-\frac{m_1}{2}\kappa}.$$  

An other application of this result is the CLT with a rate of convergence in $O \left(n^{-\frac{1}{2}\kappa}\right)$ for functions in $\mathcal{H}_{\eta,m}$ (cf. [15]). Moreover, we mention the fact that such a result can be established for any dynamical system to which Young’s method can be applied. Indeed, calculations done in Section 1.4 of [18] can be modified as in Appendix B of this reduction. The following result insures us that, for any real number $\eta > 0$ and any integer $m_0 \geq 0$, the normed vector space $(\mathcal{H}_{\eta,m_0}, \|\cdot\|_{\eta,m_0})$ satisfies the multiple decorrelation property with $\|f\|_{\eta,m_0} := \|f\|_\infty + C_f^{(\eta,m_0)}$.

**Corollary.** For any $\kappa \in [0; \frac{1}{2}]$, any real number $\eta > 0$, any integer $m_0 \geq 0$, for any integer $N \geq 0$ and any increasing sequences of nonnegative integers $(k_1, ..., k_m)$ and $(l_1, ..., l_m')$, any $g_1, ..., g_m, h_1, ..., h_m'$ in $\mathcal{H}_{\eta,m_0}$, we have

$$|\text{Cov}\left(\prod_{i=1}^m g_i \circ T^{k_i}; \prod_{j=1}^{m'} h_j \circ T^{N+l_j}\right)| \leq C_{\eta,\kappa} \alpha_{\eta,\kappa} n^{-\frac{m_0}{2}\kappa} \prod_{i=1}^m \|g_i\|_{\eta,m_0} \prod_{j=1}^{m'} \|h_j\|_{\eta,m_0} \cdot \alpha_{\eta,\kappa} N^{-\frac{m_0}{2}\kappa}.$$
Proof. Function $G := \prod_{i=1}^{m} g_{i} \circ T^{k_{i}}$ is in $\mathcal{H}_{\eta,m_{0}+k_{m}}$ and we have:

$$\left\| \prod_{i=1}^{m} g_{i} \circ T^{k_{i}} \right\|_{\eta,m_{0}+k_{m}} \leq \prod_{i=1}^{m} \left\| g_{i} \right\|_{\eta,m_{0}}.$$ 

On the other hand, function $H := \prod_{j=1}^{m'} h_{j} \circ T^{l_{j}}$ is in $\mathcal{H}_{\eta,m_{0}+l_{m'}}$ and we have

$$\left\| \prod_{j=1}^{m'} h_{j} \circ T^{l_{j}} \right\|_{\eta,m_{0}+l_{m'}} \leq \prod_{j=1}^{m'} \left\| h_{j} \right\|_{\eta,m_{0}}.$$ 

Indeed, we have $\left\| G \right\|_{\infty} \leq \prod_{i=1}^{m} \left\| g_{i} \right\|_{\infty}$ and $\left\| H \right\|_{\infty} \leq \prod_{j=1}^{m'} \left\| h_{j} \right\|_{\infty}$. Moreover, for any $i = 1, \ldots, m$, and any $j = 1, \ldots, m'$, we have $C_{i}^{(\eta,m_{0}+k_{m})} \leq C_{i}^{(\eta,m_{0})}$ and $C_{i}^{(\eta,m_{0}+l_{m'})} \leq C_{i}^{(\eta,m_{0})}$. Therefore we have

$$C_{G}^{(\eta,m_{0}+k_{m})} \leq \sum_{i=1}^{m} \left( C_{i}^{(\eta,m_{0})} \prod_{j \neq i} \left\| g_{i} \right\|_{\infty} \right) \text{ and } C_{H}^{(\eta,m_{0}+l_{m'})} \leq \sum_{j=1}^{m'} \left( C_{j}^{(\eta,m_{0})} \prod_{j \neq i} \left\| h_{j} \right\|_{\infty} \right).$$

So, according to the previous proposition, we have

$$\left| \text{Cov} \left( G; H \circ T^{N} \right) \right| \leq C_{\eta,\kappa} \left\| G \right\|_{\eta,m_{0}+k_{m}} \left\| H \right\|_{\eta,m_{0}+l_{m'}} \alpha_{\eta,\kappa}^{N-m_{0}+k_{m}} \leq C_{\eta,\kappa} \prod_{i=1}^{m} \left\| g_{i} \right\|_{\eta,m_{0}} \prod_{j=1}^{m'} \left\| h_{j} \right\|_{\eta,m_{0}} \alpha_{\eta,\kappa}^{N-m_{0}+l_{m'}}.$$ 

$\square$

Theorem 4.2.2. Let $\eta > 0$ be a real number and $m_{0} \geq 0$ be an integer. The conclusion of Theorem 2.1.3 holds for the billiard system $(\Omega, \nu, \sigma) = (M, \nu, T)$ in the domain $Q$ of the torus $\mathbb{T}^{d}$ and for a function $F : \mathbb{R}^{d} \times M \to \mathbb{R}^{d}$, such that the coordinates of $F$ are uniformly in $\mathcal{H}_{\eta,m_{0}}$ in the second variable, i.e.

$$\sup_{x \in \mathbb{R}^{d}} \sup_{i=1, \ldots, d} C^{(\eta,m_{0})}_{E_{i}(x, \cdot)} < +\infty.$$ 

Theorem 4.2.3. Let $\eta > 0$ be a real number. The conclusion of Theorem 3.4.4 holds for the billiard flow $(\mathcal{M}, \mu, (Y_{1})_{t}) = (Q_{1}, \mu_{1}, (S_{1})_{t})$ in the domain $Q$ and for a function $f : \mathbb{R}^{d} \times T^{1}Q \to \mathbb{R}^{d}$, such that $f$ is uniformly Hölder continuous of order $\eta$ in the second variable.

5. Optimality of the estimations – Degenerated case

We fix a real number $T_{0} > 0$. We are interested in the problem of the optimality of the estimates

$$\sup_{0 \leq t \leq T_{0}} \left\| e_{t}^{\varepsilon}(x, \cdot) \right\|_{1} = O(\sqrt{\varepsilon}) \text{ and } \sup_{0 \leq t \leq T_{0}} \left\| E_{t}^{\varepsilon}(x, \cdot) \right\|_{1} = O(\sqrt{\varepsilon})$$

obtained in the previous sections. We shall see how the study of boundness and regularity of coboundaries gives information about the behavior of $e_{t}^{\varepsilon}(x, \cdot)$ and $E_{t}^{\varepsilon}(x, \cdot)$ when the limit process is degenerated.

5.1. A general result for a dynamical system

We consider a dynamical system $(\Omega, \nu, \sigma)$ and a measurable function $F : \mathbb{R}^{d} \times \Omega \to \mathbb{R}^{d}$ uniformly bounded and uniformly $L_{F}$-Lipschitz continuous in the first variable. We shall suppose that $(\Omega, \nu, \sigma)$ is an invertible system. We consider the processes $(e_{t}(x, \cdot) = x_{t}(x, \cdot) - u_{t}(x))_{t}$ (for $x \in \mathbb{R}^{d}$) where $(x_{t}^{i}(x, \cdot))_{t}$ and $(u_{t}(x))_{t}$ are given by (1.1.3) with initial conditions $x_{0}^{i}(x, \cdot) = u_{0}(x) = \mu(x)$. We suppose that the following quantity is finite

$$K_{F} := \sup_{i,j=1, \ldots, d} \sum_{n=-\infty}^{+\infty} (1 + |n|) \cdot \sup_{x,y \in \mathbb{R}^{d}} \left| \mathbb{E}_{x} \left[ F_{t}(x, \cdot) F_{t}(y, \sigma^{n}(\cdot)) \right] \right|.$$
In the following, for any point \( x \) in \( \mathbb{R}^d \) and any \( i, j = 1, \ldots, d \), \( a_{i,j}(x) \) is the quantity:

\[
a_{i,j}(x) := \sum_{n=-\infty}^{+\infty} E_{\nu} \left[ \tilde{F}_i(x, \cdot) \tilde{F}_j(x, \sigma^n(\cdot)) \right].
\]

We write \( \Sigma^2(x) = (a_{i,j}(x))_{i,j=1,\ldots,d} \). The following result is an easy consequence of Theorem 2.1.3.

**Theorem 5.1.1.** Let us suppose Hypothesis 2.1.2 satisfied. Let a point \( x \in \mathbb{R}^d \) and a real number \( s > 0 \) be given. Then, the following properties are equivalent:

(i) the process \( \left( e^0_t(x, \cdot) \right)_{0 \leq t \leq s} \) is identically null (almost surely);

(ii) the process \( \left( v_t(x, \cdot) \right)_{0 \leq t \leq s} \) is identically null (almost surely);

(iii) for any \( t \in [0; s] \), the matrix \( \Sigma^2(w_t(x)) \) is null.

**Corollary.** Let \( x \) be a point in \( \mathbb{R}^d \) and \( s > 0 \) be a real number such that the matrix \( \Sigma^2(w_s(x)) \) is not null, then we have

\[
\liminf_{t \to 0} \sup_{t \in [0,s]} \left\| \frac{\epsilon^s_t(x, \cdot)}{\sqrt{t}} \right\|_1 > 0.
\]

In the following, we shall consider points \( x \) for which there exists a real number \( s \in [0; t_0] \) such that the matrix \( \Sigma^2(w_t(x)) \) is null for all \( t \in [0; s] \). Using Lemma 2.2.2, we first notice that we have:

**Lemma 5.1.2.** If the quantity \( K_{\tilde{F}} \) is finite and if \( \Sigma^2(x) = 0 \), then, for any integers \( i, j = 1, \ldots, d \), we have

\[
E_{\nu} \left[ \left( \int_{t_0}^{t_0+t} \tilde{F}_i \left( x, \sigma^s(\cdot) \right) \right)^2 \right] \leq 2K_{\tilde{F}}.
\]

**Notation.** For any point \( x \) in \( \mathbb{R}^d \), we write \( t_x := \sup \{ s \in [0; t_0] : \forall t \in [0; s], \Sigma^2(w_t(x)) = 0 \} \).

**Definition.** A point \( x \) in \( \mathbb{R}^d \) is called a singular point for the couple \((F, \sigma)\) if we have \( t_x > 0 \). We denote by \( S(F, \sigma) \) the set of these points.

**Proposition 5.1.3.** We suppose that the quantity \( K_{\tilde{F}} \) is finite. Let \( x \) be a singular point for \((F, \sigma)\). Then, for any real numbers \( s \) and \( t \) with \( 0 \leq s \leq t \leq t_x \), we have

\[
\| v^s_t(x, \cdot) - v^s_0(x, \cdot) \|_2^2 \leq C_0 \left( K_{\tilde{F}} + \left\| \tilde{F} \right\|_\infty^2 + L_{\tilde{F}} \left\| \tilde{F} \right\|_\infty \right) \varepsilon^2 \sqrt{t-s}.
\]

**Proof.** We prove this result as we proved Proposition 2.2.3 with \( n_e := [\varepsilon^{-2} \sqrt{t-s}] \).

**Corollary.** If the quantity \( K_{\tilde{F}} \) is finite and if the set \( S(F, \sigma) \) of singular points is non empty, then we have

\[
\sup_{x \in S(F, \sigma)} \sup_{0 \leq t \leq t_x} \| v^s_t(x, \cdot) \|_2 \leq O(\varepsilon^2).
\]

**Proof.** We use the previous proposition and Remark 2.2.1. \( \square \)

We recall the following classical result:

**Lemma 5.1.4.** Let \( \psi : \Omega \to \mathbb{R}^d \) be a measurable function \( \nu \)-center, the coordinates of which are denoted by \( \psi_1, \ldots, \psi_d \). If, for any \( i, j = 1, \ldots, d \), we have \( \sum_{k \in \mathbb{Z}} \left| E_{\nu} [\psi_i \psi_j \circ \sigma^k] \right| < +\infty \), then the following quantity is well defined: \( a_{i,j} := \sum_{k \in \mathbb{Z}} E_{\nu} [\psi_i \psi_j \circ \sigma^k] \) and if, moreover, we have \( a_{i,j} = 0 \) for any \( i, j = 1, \ldots, d \), then \( \psi \) is a coboundary in \( L^2(\Omega, \nu) \) for \( \sigma \), i.e. there exists a square integrable function \( H : \Omega \to \mathbb{R}^d \) satisfying \( \psi = H \circ \sigma - H \) in \( L^2(\Omega, \nu) \).

If \( x \) is in the set \( S(F, \sigma) \) of singular points, then, according to the foregoing, for any \( t \in [0; t_x] \), there exists a function \( K_i \in L^2(\Omega, \nu) \) satisfying

\[
\tilde{F}(w_t(x, \cdot)) = K_i(\sigma(\cdot)) - K_i(\cdot), \quad a.e.
\]
To establish controls, it is useful to have an equality everywhere instead of an equality almost everywhere and to have a regular function $H$ such that $K_t(\cdot) = H(w_t(x), \cdot)$. We shall be able to establish the existence of such a function $H$ for different examples. Then, we shall apply the following result, obtained according to Remark 2.2.1.

**Theorem 5.1.5.** Let $x \in \mathbb{R}^d$ be a singular point for $(F, \sigma)$. If there exists a function $H : \mathbb{R}^d \times \Omega \to \mathbb{R}^d$ measurable, uniformly bounded and $L_H$-uniformly Lipschitz continuous in the first variable such that, for any real number $t \leq t'$, we have $F(w_t(x), \cdot) = H(w_t(x), \sigma(\cdot)) - H(w_t(x), \cdot)$, then we have

$$
\sup_{0 \leq t \leq t'} \| \epsilon_t(x, \cdot) \|_\infty \leq \varepsilon L_F \| t' - t \|_\infty + \| D_t H \|_\infty + \| F \|_\infty.
$$

## 5.2. A general result for a suspension flow

We suppose that $(\mathcal{M}, \mu(Y_1))$ is a suspension flow defined over an invertible probabilised dynamical system $(\Omega, \nu, \sigma)$ by a measurable function $\tau : \Omega \to [0, +\infty]$ satisfying $C^{-1} \leq \tau \leq C$ for some constant $C = 0$ and that the function $F : \mathbb{R}^d \times \mathcal{M} \to \mathbb{R}^d$ is in $C_b^{1,1}$. We consider the processes $(E_t^x(x, \cdot) = X_t^x(x, \cdot) - W_t(x))_t$ and $W_t(x)_t$ are given by equations (1.1.1) and (1.1.2) with the initial conditions $X_0^x(x, \cdot) = W_0(x) = x$. We suppose that the following quantity is finite:

$$
K_\Psi := \sup_{x \in \mathbb{R}^d} \sum_{|i,j| = 1, \ldots, d, n = -\infty} \sup_{x \in \mathbb{R}^d} \| F \|_\infty \| \epsilon_t(x, \cdot) \|_\infty \leq \varepsilon (1 + L_F \| t' - t \|_\infty) (2\| H \|_\infty + t' \| D_t H \|_\infty + \| \epsilon_t \|_\infty).
$$

for the function $\Psi : \mathbb{R}^d \times \Omega \to \mathbb{R}^d$ defined by $\Psi(x, \omega) := \int_0^\infty \tilde{\Psi}(x, (\omega, u)) du$. For any point $x$ in $\mathbb{R}^d$, we denote by $\tilde{\Sigma}^2(x)$ the $d \times d$ symmetrical positive matrix, the coefficients of which are the $A_{i,j}(x)$ defined by

$$
A_{i,j}(x) := \lim_{t \to +\infty} \frac{1}{t} \int_0^t \int_0^t \mathbb{E}_x \left[ \psi_i(x, \sigma^t(\cdot)) \psi_j(x, \sigma^u(\cdot)) \right] ds du.
$$

**Proposition 5.2.1.** We suppose that Hypothesis 3.1.1 is satisfied. Let $x$ be a point in $\mathbb{R}^d$ and $s > 0$ be a real number. Then, the following properties are equivalent:

(i) the process $(E_t^x(x, \cdot))_{0 \leq t \leq s}$ is identically null (almost surely);

(ii) the process $(\tilde{\tilde{W}}_t^x(x, \cdot))_{0 \leq t \leq s}$ is identically null (almost surely);

(iii) for any $t \in [0, s]$, the matrix $\tilde{\Sigma}^2(W_t(x))$ is null.

For any $x$ in $\mathbb{R}^d$, we define $t'_x$ by: $t'_x := \min \{ s \in [0, \tau] : \forall t \in [0, s], \tilde{\Sigma}^2(W_t(x)) = 0 \}$.

**Definition.** A point $x$ in $\mathbb{R}^d$ is called a singular point for the couple $(f, (Y_t)_t)$ if we have $t'_x > 0$. The set of these points is written $S(f, (Y_t)_t)$.

Let $x$ be a singular point for $(f, (Y_t)_t)$. According to the foregoing, for any real number $t \leq \tau$, the function $\Psi(W_t(x), \cdot)$ is a coboundary in $L^2(\Omega, \nu)$. As in the case of a dynamical system, we shall establish results of regularity for coboundaries allowing us to use the following result:

**Theorem 5.2.2.** Let $x \in \mathbb{R}^d$ be a singular point for $(f, (Y_t)_t)$. If there exists a function $H : \mathbb{R}^d \times \Omega \to \mathbb{R}^d$ of class $C_b^{1,1}$ such that, for any real number $t \leq \tau$ and any $\omega$ in $\Omega$, we have

$$
\Psi(W_t(x), \omega) = H(W_t(x), \sigma(\omega)) - H(W_t(x), \omega),
$$

then we have

$$
\sup_{0 \leq t \leq t'_x} \| E_t^x(x, \cdot) \|_\infty = \varepsilon (1 + L_F t'_x \| \epsilon_t(x, \cdot) \|_\infty) \left(2\| H \|_\infty + \max \tau.\| \epsilon_t \|_\infty + t'_x \| D_t H \|_\infty + \| \epsilon_t \|_\infty \right).
$$
The proof of this result is based on the two following lemmas:

**Lemma 5.2.3.** Let $\psi : \mathcal{M} \mapsto \mathbb{R}^d$ be a measurable function such that, for any $\omega$ in $\Omega$, the function $u \mapsto \psi(\omega, u)$ is continuous on $[0; \tau(\omega)]$ and such that the following limits do exist: $\lim_{u \to 0^+} \psi(\omega, u)$ and $\lim_{u \to \tau(\omega)^-} \psi(\omega, u)$.

Then, the following properties are equivalent:

(i) there exists a measurable function $h$ continuous in the direction of the flow (i.e. such that, for any $y \in \mathcal{M}$, $u \mapsto h(Y_u(y))$ is continuous) and such that $\psi(\omega, u) = \frac{d}{du} h(Y_u(y))|_{u=0}$, for any $u \in [0, \tau(\omega)]$;

(ii) there exists a measurable function $H$ such that $\Psi = H \circ \sigma - H$, with $\Psi(\omega) := \int_0^{\tau(\omega)} \psi(\omega, u) \, du$;

and, when these properties are satisfied, we have $h(\omega, s) = H(\omega) + \int_0^s \psi(\omega, u) \, du$.

**Proof.** The function $h$ defined by $h(x, (\omega, s)) := H(x, \omega) + \int_0^s \hat{f}(x, (\omega, u)) \, du$ satisfies the hypotheses of the following lemma and we have $D_t h(x, (\omega, s)) = D_t H(x, \omega) + \int_0^s D_t \hat{f}(x, (\omega, u)) \, du$.

□

**Lemma 5.2.4.** Let $x \in \mathbb{R}^d$ be a singular point. We suppose that there exists a function $h : \mathbb{R}^d \times \mathcal{M} \mapsto \mathbb{R}^d \, C_b^\infty$ continuous in the direction of the flow (i.e. such that, for any $(x, y) \in \mathbb{R}^d \times \mathcal{M}$, $u \mapsto h(x, Y_u(y))$ is continuous) and such that, for any real number $t \in [0; t')$, we have $\int (W_t(x), \cdot) = \frac{d}{dt} (W_t(x), Y_u(\cdot))|_{t=0}$ (for any $(x, y)$ such that $Y_u(y) \notin \Omega \times \{0\}$) and that, for any $y \in \mathcal{M}$, $(x, s) \mapsto D_t h(x, Y_u(y))$ is continuous. Then, for any $y \in \mathcal{M}$, we have

$$\sup_{0 \leq t \leq t'} |X^t \omega(x, y) - W_t(x)| \leq \epsilon (1 + L \epsilon + t') \|f\|_\infty.$$ 

Proof. Let $y \in \mathcal{M}$ be fixed. We have, for any real number $s \in [0; t')$ and any $\epsilon > 0$ such that $Y^\epsilon_y(y) \notin \Omega \times \{0\}$,

$$\frac{d}{ds} h (W_s(x), Y^\epsilon_y(y)) = D_t h (W_s(x), Y^\epsilon_y(y)) \frac{d}{ds} W_s(x) + \frac{1}{\epsilon} \hat{f}(W_s(x), Y^\epsilon_y(y)).$$

Therefore, we have

$$\int_0^t \hat{f}(W_s(x), Y^\epsilon_y(y)) \, ds = \epsilon \int_0^t \frac{d}{ds} h (W_s(x), Y^\epsilon_y(y)) \, ds - \epsilon \int_0^t D_t h (W_s(x), Y^\epsilon_y(y)) \frac{d}{ds} W_s(x) \, ds$$

$$= \epsilon \left( h (W_t(x), Y^\epsilon_y(y)) - h(x, y) - \int_0^t D_t h (W_s(x), Y^\epsilon_y(y)) \frac{d}{ds} W_s(x) \, ds \right).$$

We conclude by Gronwall lemma, as in Remark 2.2.1. □

### 5.3. Examples

We mention the fact that Theorems 5.1.5 and 5.2.2 can be applied to subshifts of finite type and to some dynamical systems for which the transfer operator is quasicompact on some convenient functional normed space $(V, \| \cdot \|)$ (cf. [14]). For each one of these two examples, the idea is to consider the function $\Psi = \hat{F}$ (for the dynamical system) or $\Psi(x, \omega) := \int_0^{\tau(\omega)} \hat{f}(x, (\omega, s)) \, ds$ (for a suspension flow over one of these dynamical systems), to get the following decomposition (using operator methods):

$$\Psi(x, \omega) = G(x, \omega) + H(x, \sigma(\omega)) - H(x, \omega),$$

where $G(x, \cdot)$ is a measurable function generating a sequence of reversed martingale differences, i.e.

$$E_n [G(x, \cdot) | G(x, \sigma^k(\cdot)), \quad k \geq 1] = 0.$$
Then we show that we can choose $G$ and $H$ regular and establish an equality for the partial derivatives of $\Psi$, obtained from equation (5.3.1) by derivation:

$$\frac{\partial}{\partial x_i} \Psi(x, \omega) = \frac{\partial}{\partial x_i} G(x, \omega) + \frac{\partial}{\partial x_i} H(x, \sigma(\omega)) - \frac{\partial}{\partial x_i} H(x, \omega).$$

In these two cases, under suitable conditions of regularity for $F$ and $D_1 F$, we get:

$$\sup_{x \in S(F, \sigma)} \| e_i^x(x, \cdot) \|_\infty = O(\varepsilon) \quad \text{and} \quad \sup_{x \in S(F, \sigma)} \| E_i^x(x, \cdot) \|_\infty = O(\varepsilon).$$

Here, we are interested in the examples of ergodic algebraic toral automorphisms and of dispersive billiards. For these examples, we shall get weaker results. In the case of ergodic toral automorphisms, we shall establish such results only when $G$ is identically null. For Sinai dispersive billiard, we shall get results in $L^p$.

5.3.1. Ergodic algebraic toral automorphisms

Let $\sigma = T$ be an ergodic algebraic automorphism of the torus $\Omega = T^n$, endowed with the Haar measure $\nu$.

**Theorem 5.3.1.** If $F$ is $C_b^{1,0}$ and if, for any $x \in \mathbb{R}^d$ and any integer $i = 1, ..., d$, the functions $\tilde{F}(x, \cdot)$ and $\frac{\partial}{\partial x_i} \tilde{F}(x, \cdot)$ are $n$-times differentiable, the $n^{th}$ differential of which is uniformly Hölder continuous of order $\eta$ and if $\Sigma^2(x) = 0$, for any $x$ in $\mathbb{R}^d$, then we have

$$\sup_{x \in \mathbb{R}^d} \sup_{0 \leq t \leq t_0} \| e_i^x(x, \cdot) \|_\infty = O(\varepsilon).$$

We follow here the proof of the following result given in [4]. Our proof consists essentially in showing that the inequalities established in [4] are uniform in $x$.

**Proposition 5.3.2.** Let $f : T^n \to \mathbb{R}$ be a function, $n$-times differentiable, the $n^{th}$ differential of which is Hölder continuous. If $f$ is a measurable coboundary, then it is a coboundary in the set of the Hölder continuous functions.

The proof of this proposition is based on the two following lemmas. We shall use the first without any proof and we shall rewrite the proof of the second one to establish Theorem 5.3.1.

**Lemma 5.3.3** (cf. [1]). Let $\alpha > 0$ be a real number. There exists a constant $K_0 > 0$ such that, for any non zero integer vector $k \in \mathbb{Z}^n$ and any function $g : T^n \to \mathbb{R}^d$ $n$-times differentiable, the $n^{th}$ differential of which is Hölder continuous of order $\alpha$, we have

$$|c_k(g)| \leq K_0 C_b^{(\alpha)}(g) \|k\|^{-\alpha - \alpha}.$$

**Lemma 5.3.4.** Let $l > 0$ and $\varepsilon > 0$ be two real numbers. There exists a constant $K = K_l, \varepsilon > 0$ such that if the Fourier coefficients of the function $f : T^n \to \mathbb{R}$ satisfy, for any non zero integer $k$,

$$|c_k(f)| \leq K_f \|k\|^{-l} \quad \text{with} \quad K_f \in [0, +\infty[,$$

and if there exists a function $h$ in $L^2(T^n)$ satisfying the coboundary equation $f = h - h \circ T$, then the Fourier coefficients of $h$ satisfy

$$|c_k(h)| \leq K \cdot K_f \|k\|^{l - 1}.$$

**Proof of the theorem.** We have $\tilde{F}(x, \cdot) = H(x, T(\cdot)) - H(x, \cdot)$ with $H(x, \cdot)$ in $L^2$ $\nu$-centered. Let us show that $H$ is $C_b^{1,0}$. We follow the proof of Proposition 5.3.2 and of Lemma 5.3.4 given in [4].
1. For any integer vector $k \in \mathbb{Z}^n$, we denote by $c_k(x)$ (resp. $d_k(x)$) the $k^{th}$ Fourier coefficient of $\tilde{F}(x, \cdot)$ (resp. $H(x, \cdot)$). Following [4], we observe that we have

$$d_k(x) = \sum_{j \geq 0} c_{S^{-j}k}(x) = -\sum_{j \geq 1} c_{S^j k}(x).$$

2. We denote by $c'_{k,i}(x)$ the $k^{th}$ Fourier coefficient of $\frac{\partial}{\partial x_i} \tilde{F}(x, \cdot)$. Then, for any $x \in \mathbb{R}^d$ and any $i = 1, \ldots, d$, we have: $c'_{k,i}(x) = \frac{\partial}{\partial x_i} c_k(x)$.

3. For each $k$, the series $\sum_{j \geq 0} c'_{S^{-j}k,i}(x)$ is normally convergent. Since $\frac{\partial}{\partial x_i} \tilde{F}(x, \cdot)$ is $n$-times differentiable, the $n^{th}$ differential of which is Hölder continuous of order $\alpha$, we have

$$|c'_{k,i}(x)| \leq K_0 C^{(\alpha)} D^n \frac{\partial}{\partial x_i} \tilde{F}(x, \cdot) ||k||^{-n-\alpha},$$

according to Lemma 5.3.3. Thus, we have

$$\sum_{j \geq 0} |c'_{S^{-j}k,i}(x)| \leq K_0 \sup_{x \in \mathbb{R}^d, i=1, \ldots, d} C^{(\alpha)} D^n \frac{\partial}{\partial x_i} \tilde{F}(x, \cdot) \sum_{j \geq 0} ||S^{-j}k||^{-n-\alpha}.$$

Now, we have $||S^{-j}k||' \geq ||S^{-j}(k)||'$. We denote $r := \max(\rho(S_{|E_1}), \rho((S^{-1})_{|E_1}))$. Let us choose a real number $r_1$ satisfying $r < r_1 < 1$. Then, there exists a constant $C_1 > 0$ such that, for any $x \in E_1$, any $y \in E_{r_1}$ and any integer $j \geq 0$, we have

$$||S^j x||' \leq C_1 r_1^j ||x||'$$

and

$$||S^{-j} y||' \leq C_1 r_1^{-j} ||y||'.$$

So, we have

$$||S^{-j}k||' \geq ||S^{-j}(k)||' \geq \frac{r_1^{-j}}{C_1} ||k||'$$

4. We denote $d'_{k,i}(x) := \sum_{j \geq 0} c'_{S^{-j}k,i}(x)$. According to the foregoing, $d'_{k,i}(x)$ is well defined, $d_k$ is differentiable and we have $\frac{\partial}{\partial x_i} d_k(x) = d'_{k,i}(x)$. In the same way, we get $d'_{k,i}(x) = \frac{\partial}{\partial x_i} d_k(x) = -\sum_{j \geq 1} c_{S^j k,i}(x)$. We show that the series of functions $\sum_{j \geq 0} d'_{S^{-j}k,i}(x)$ are normally convergent. To see this, we adapt the proof of Lemma 5.3.4 proposed by Le Borgne in [4]. Since $\frac{\partial}{\partial x_i} \tilde{F}(x, \cdot)$ is $n$-times differentiable with $n^{th}$ differential Hölder continuous of order $\alpha$, we obtain the same kind of inequalities for $c'_{k,i}(x)$ as for the coefficients $c_k(x)$. Let $k \in \mathbb{Z}^n$ be a non zero integer vector.

- If we have $||k||' = ||k||'$, then we have

$$|d'_{k,i}(x)| \leq \sum_{j \geq 1} |c'_{S^j k,i}(x)| \leq K_0 \sup_{x'} C^{(\alpha)} D^n \frac{\partial}{\partial x_i} \tilde{F}(x', \cdot) C_1^{-n-\alpha} \sum_{j \geq 1} r_1^{-j} ||k||'^{-(n+\alpha)}.$$

- If we have $||k||' = ||k||'$, then we have

$$|d'_{k,i}(x)| \leq \sum_{j \geq 1} |c'_{S^j k,i}(x)| \leq K_0 \sup_{x'} C^{(\alpha)} D^n \frac{\partial}{\partial x_i} \tilde{F}(x', \cdot) C_1^{-n-\alpha} \sum_{j \geq 1} r_1^{-j} ||k||'^{-(n+\alpha)}.$$

- If we have $||k||' = ||k||'$, then we have $||k||' \geq \frac{K'_1}{\|k||'}$ and therefore

$$||S^j k||' \geq ||S^j k||' \geq \frac{1}{C_1} r_1^{-j} ||k||' \geq \frac{1}{C_1} r_1^{-j} K'_{(e,s)} ||k||'^{-\alpha}.$$
Let us denote \( j(k) := \left\lfloor \frac{2(n+1)\ln\|k\|}{\ln r_1} \right\rfloor \). If we have \( j \geq j(k) \), then we have \( r_1^{-j}\|k\|^{-n} \geq r_1^{-\frac{j}{2}}\|k\|' \) and therefore
\[
\|S^j k\|' \geq \frac{1}{C_1} K'(r_1)^{-\frac{j}{2}}\|k\|'.
\]
On the other hand, there exists a real number \( R_1 > 0 \) such that, for any \( x \in E_\epsilon \) and any integer \( j \neq 0 \), we have
\[
\|S^j x\|' \leq R_1 |j|^n \|x\|'.
\]
If we have \( 1 \leq j \leq j(k) \), then we have
\[
\|S^j k\|' \geq \|S^j k_c\|' \geq \frac{1}{R_1} \|j^{-n}\|k_c\|' \geq \frac{1}{R_1} (j(k))^{-n} \|k\|'.
\]
So, we have
\[
|d^e_{k,i}(x)| \leq \sum_{j \geq 1} |C_{S^j k,i}(x)|
\leq K_0 \sup_{x'} \|C^{(\alpha)}_{D^n \frac{1}{\|x\|} \Phi(x',\cdot)} \sum_{j \geq 1} \|S^j k\|'^{-(n+\alpha)}
\leq K_0 \sup_{x'} \|C^{(\alpha)}_{D^n \frac{1}{\|x\|} \Phi(x',\cdot)} \left( R_1^{-n+\alpha} \sum_{j=1}^{j(k)} (j(k))^{n(n+\alpha)} \|k\|'^{-(n+\alpha)}
\right.
\left. + \sum_{j \geq j(k)} \frac{C_1^{(n+\alpha)} r_1^{\frac{j(n+\alpha)}{2}} \|k\|'^{-(n+\alpha)}}{K'(r_1)^{-(n+\alpha)}} \right)
\leq K_1 \sup_{x'} \|C^{(\alpha)}_{D^n \frac{1}{\|x\|} \Phi(x',\cdot)} \left( (j(k))^{n(n+\alpha)+1} \|k\|'^{-(n+\alpha)} + \sum_{j \geq j(k)} r_1^{\frac{j(n+\alpha)}{2}} \|k\|'^{-(n+\alpha)} \right)
\leq K_2 \sup_{x'} \|C^{(\alpha)}_{D^n \frac{1}{\|x\|} \Phi(x',\cdot)} \left( \ln(\|k\|') \right)^{n(n+\alpha)+1} \|k\|'^{-(n+\alpha)},
\]
for some constants \( K_1 > 0 \) and \( K_2 > 0 \).

5. We conclude that \( H \) is differentiable in the first variable and that its partial derivatives satisfy
\[
\frac{\partial}{\partial x_1} H(x, \cdot) = \sum_k d^e_{k,i}(x) e^{2\pi i (k_1, \cdot)},
\]
therefore are continuous and uniformly bounded.

We can show the following result in the same way.

**Theorem 5.3.5.** We suppose that \((M, \mu, (Y_i)_i)\) is the suspension flow defined over \((\mathbb{T}^n, \nu, T)\) by a measurable function \( \tau : \mathbb{T}^n \to [0, +\infty] \) satisfying \( C^{-1} \leq \tau \leq C \) for some constant \( C > 0 \). If \( f \) is in \( C^{(1)}_0 \) and if, for all \( x \in \mathbb{R}^d \) and all integer \( i = 1, \ldots, d \), the functions \( \Psi_i(x, \cdot) := \int_0^{T_i(1)} f(x, (\cdot, u)) \, du \) and \( \frac{\partial}{\partial x_i} \Psi_i(x, \cdot) \) are \( n \)-times differentiable, with \( n \)-th differential uniformly Hölder continuous of order \( \eta \) and if \( \hat{S}^2(x) = 0 \), for all \( x \in \mathbb{R}^d \), then we have
\[
\sup_{x \in \mathbb{R}^d} \sup_{0 \leq \varepsilon \leq T_0} \|E_i^\varepsilon(x, \cdot)\|_\infty = O(\varepsilon).
\]
5.3.2. Sinai dispersive billiard with finite horizon

Following [18], we can prove the following result (cf. Th. 4.3.2 in [14]). A sketch of its proof is given in Appendix C of the present paper.

**Theorem 5.3.6.** Let \( \eta > 0 \) be a real number and \( m_0 \) be an integer. There exists an invertible extension of \((M, \nu, T)\) given by \( \hat{\pi} : (\tilde{M}, \tilde{\nu}, \tilde{T}) \to (M, \nu, T) \) and a sub-\( \sigma \)-algebra \( \hat{\mathcal{B}} \) for \( \hat{M} \) such that, for any integer \( p \geq 1 \), there exists some constants \( \hat{D}_{\eta, m_0, p} > 0 \) and \( \hat{\theta}_{\eta, m_0, p} \in [0; 1] \) such that, for any \( \nu \)-centered function \( f \) in \( H_{\eta, m_0} \), and any integer \( j \geq 0 \), we have:

\[
\left\| E_{\nu} \left[ f \circ \hat{\pi} \left| \hat{T}^{-j} \left( \hat{B} \right) \right. \right] \right\|_{L^p(M, \nu)} + \left\| E_{\nu} \left[ f \circ \hat{\pi} \left| \hat{T}^j \left( \hat{B} \right) \right. \right] - f \circ \hat{\pi} \right\|_{L^p(M, \nu)} \leq \hat{D}_{\eta, m_0, p} \| f \|_{\eta, m_0} \left( \hat{\theta}_{\eta, m_0, p} \right)^j.
\]

Therefore, according to a result of Gordin [8], for any \( \nu \)-centered function \( f \) in \( H_{\eta, m_0} \), there exist two real valued functions \( g \) and \( h \) defined on \( M \) and belonging to all \( L^p \) such that we have

\[
f \circ \hat{\pi} = g + h - h \circ \tilde{T}, \quad \nu - a.e.,
\]

where function \( g \) generates a sequence of reversed martingale differences \( \left( g \circ \tilde{T}^n \right)_n \). Moreover, \( h \) is given by the following formula:

\[
h = h(f) := \sum_{j \geq 0} \left( f \circ \hat{\pi} \circ \hat{T}^j - E_{\nu} \left[ f \circ \hat{\pi} \left| \hat{T}^j \left( \hat{B} \right) \right. \right] - \sum_{j \geq 1} E_{\nu} \left[ f \circ \hat{\pi} \left| \hat{T}^{-j} \left( \hat{B} \right) \right. \right) \circ \hat{T}^{-j} \right.
\]

**Theorem 5.3.7.** Let \((\Omega, \nu, \sigma)\) be the billiard system \((M, \nu, T)\) in \( Q \). Let \( \eta > 0 \) be a real number, \( m_0 \) be an integer and \( F : \mathbb{R}^d \times M \to \mathbb{R}^d \) be a function \( C^{1,*}_b \), with \( F_t(x, \cdot) \) and \( \frac{\partial F_t}{\partial x} \) uniformly in \( H_{\eta, m_0} \), i.e.

\[
\sup_{x, t} \left\| \hat{F}(x, t) \right\|_{H^1} + \sup_{x, t} \left\| \frac{\partial \hat{F}(x, t)}{\partial x} \right\|_{H^1} < +\infty.
\]

If the set \( S(F, T) \) of singular points for \((F, T)\) is non empty, then, for any integer \( p \geq 1 \), we have:

\[
\sup_{x \in S(F, T)} \sup_{t \in [0, t_x]} \left\| C^2_t(x, \cdot) \right\|_{L^p(\nu)} = O(\varepsilon).
\]

**Sketch of the proof.** Let an integer \( p \geq 1 \) be fixed. We shall apply the foregoing finite \( f = \hat{F}(x, \cdot) \) for each \( x \) in \( \mathbb{R}^d \).

We consider the function \( \hat{H} : \mathbb{R}^d \times M \to \mathbb{R}^d \) defined by \( \hat{H}(x, \omega) := h \left( \hat{F}(x, \cdot) \right) \left( \omega \right) \). We notice that, each time we have \( \Sigma^2(x') = 0 \), we have \( \hat{F}(x', \hat{\pi}(\cdot)) = \hat{H}(x', \cdot) = \hat{H}(x', \hat{\pi}(\cdot)) \). Moreover, we have: \( \sup_{x \in \mathbb{R}^d} \| \hat{H}(x, \cdot) \|_p < +\infty \) and \( \sup_{x, x' \in \mathbb{R}^d} \frac{\| H(x, \cdot) - H(x', \cdot) \|_{L^p(\nu)}}{\| x - x' \|} < +\infty \). We conclude as we proved Theorem 5.1.5.

**Theorem 5.3.8.** Let \((M, \mu, (Y_1)_t)\) be the billiard flow \((Q_1, \mu_1, (Y_1)_t)\) in \( Q \). Let \( \eta > 0 \) be a real number, \( m_0 \) be an integer and \( f : \mathbb{R}^d \times T^1 Q \to \mathbb{R}^d \) be a function \( C^{2,0}_b \), such that \( f_t(x, \cdot), \frac{\partial f_t}{\partial x} f_t(x, \cdot) \) and \( \frac{\partial^2 f_t}{\partial x^2} f_t(x, \cdot) \) are uniformly \( \eta \)-Hölder continuous. If the set \( S(f, (Y_1)_t) \) of singular points for \((f_t, (Y_1)_t)\) is non empty, then, for any integer \( p \geq 1 \), we have:

\[
\sup_{x \in S(f, (Y_1)_t)} \sup_{t \in [0, t_x]} \left\| E^2_t(x, \cdot) \right\|_{L^p(\mu)} = O(\varepsilon).
\]

**Sketch of the proof.** Let us write \( \Psi(x, \omega) := \int_0^1 \omega f(x, (\omega, s)) ds \). Then, \( \Psi = C^{2,*}_b \). Moreover, functions \( \Psi_t(x, \cdot) \), \( \frac{\partial \Psi_t}{\partial x} \Psi_t(x, \cdot) \) and \( \frac{\partial^2 \Psi_t}{\partial x^2} \Psi_t(x, \cdot) \) are uniformly in \( H_{\eta, 1} \). We consider the functions \( \hat{H} : \mathbb{R}^d \times M \to \mathbb{R}^d \) and
\( \hat{H}_1 : \mathbb{R}^d \times \hat{M} \to \mathbb{R}^d \) defined by \( \hat{H}(x, \hat{\omega}) := h (\Psi(x, \cdot)) (\hat{\omega}) \) and \( \hat{H}_1(x, \hat{\omega}) := h (D_1 \Psi(x, \cdot)) (\hat{\omega}) \), respectively. We notice that, each time we have \( \hat{\Sigma}^2(x') = 0 \), we have

\[
\Psi(x', \hat{\pi}(\cdot)) = \hat{H}(x', \cdot) - \hat{H} \left( x', \hat{T}(\cdot) \right) \quad \text{and} \quad D_1 \Psi(x', \hat{\pi}(\cdot)) = \hat{H}_1(x', \cdot) - \hat{H}_1 \left( x', \hat{T}(\cdot) \right).
\]

Moreover, we have \( D_1 H = H_1 \) in \( L^p \); indeed, we have: \( \sup_{x \in \mathbb{R}^d} \frac{|H(x, \cdot) - H(x', \cdot) - H_1(x, \cdot)(x' - x)|}{|x' - x|} < +\infty \). We consider the special flow \( (\hat{M}, \hat{\mu}, (\hat{Y}_t)_t) \) defined over \( (M, \hat{\nu}, \hat{T}) \) by the function \( \tau \circ \hat{\pi} \). Then, \( (\hat{M}, \hat{\mu}, (\hat{Y}_t)_t) \) is an extension of \( (\mathcal{M}, \mu, (Y_t)_t) \) by \( \hat{\Pi} : (\hat{\omega}, s) \mapsto (\hat{\pi}(\hat{\omega}), s) \). Let us write \( \hat{h}(x, (\hat{\omega}, s)) := \hat{H}(x, \hat{\omega}) + \int_0^s \hat{f} (x, (\hat{\pi}(\hat{\omega}), u)) \, du \) and \( \hat{h}_1(x, (\hat{\omega}, s)) := \hat{H}_1(x, \hat{\omega}) + \int_0^s D_1 \hat{f} (x, (\hat{\pi}(\hat{\omega}), u)) \, du \). Let \( x \) be in \( \mathbb{R}^d \). Then, for any \( t \in [0; t'_d) \), we have, in \( L^p \),

\[
\int \hat{f} \left( W_t(x), \hat{\Pi}(\cdot) \right) = \frac{d}{ds} \hat{h} \left( W_t(x), \hat{Y}_s(\cdot) \right) \bigg|_{s=0} \quad \text{and} \quad D_1 \hat{f} \left( W_t(x), \hat{\Pi}(\cdot) \right) = \frac{d}{ds} \hat{h}_1 \left( W_t(x), \hat{Y}_s(\cdot) \right) \bigg|_{s=0}.
\]

Thus, we have, in \( L^p \),

\[
\frac{d}{ds} \hat{h} \left( W_s(x), \hat{Y}_s(y) \right) = \hat{h}_1 \left( W_s(x), \hat{Y}_s(y) \right) \hat{f} (W_s(x)) + \frac{1}{\varepsilon} \int \hat{f} \left( W_s(x), \hat{\Pi} \left( \hat{Y}_s(y) \right) \right) \, ds
\]

for any \( t \in [0; t'_d] \). We conclude as in the proof of Theorem 5.2.2. \( \square \)

**APPENDIX A. CONSTRUCTION OF YOUNG’S TOWER: RECALLS**

In Appendix A, we recall Young’s construction for our billiard system. In Appendix B, we give a proof of Proposition 4.2.1 to be complete. This result has already been proved in [15] by the same method. In Appendix C, we give the idea of the proof of Theorem 5.3.6 using the construction recalled in Appendix A.

Let a real number \( \eta \in [0; 1[ \) be fixed.

**Stable and unstable curves**

Hyperbolic properties of \((M, \nu, T)\) (existence and absolute continuity of stable and unstable foliations) are useful to make Young’s construction. We recall here some well known results about stable and unstable curves for \((M, \nu, T)\).

**Definition.** We call *curve* of \( M \) a curve \( \gamma \) contained in a connected component of \( M \) and which is \( C^1 \) for the parametrisation by \((r, \varphi)\).

For such a curve \( \gamma \), we write \( l(\gamma) := \int \sqrt{dr^2 + d\varphi^2} \).

We call **stable curve** (resp. **unstable curve**) a curve \( \gamma^s \) (resp. \( \gamma^u \)) contained in \( M \setminus R_{-\infty,0} \) (resp. in \( M \setminus R_{0,+\infty} \)) and satisfying

\[
\lim_{n \to +\infty} l(T^n(\gamma^s)) = 0 \quad \text{(resp.} \quad \lim_{n \to +\infty} l(T^{-n}(\gamma^u)) = 0)\).
\]

We recall the following results:

**Proposition A.1.** There exists a set \( \mathcal{N} \) of \( M \), exactly \( T \)-invariant, such that \( \nu(\mathcal{N}) = 1 \) and such that any \( x \in \mathcal{N} \) is contained in a unique maximal stable curve written \( \gamma^s(x) \) and in a unique maximal unstable curve written \( \gamma^u(x) \).
Moreover, the intersection of a stable curve with an unstable curve contains at most one point.

Proposition A.2. There exist real numbers \( \alpha \in [0; 1] \) and \( C > 0 \) such that, for any stable curve \( \gamma^s \), any unstable curve \( \gamma^u \) and any integer \( n \geq 0 \), we have
\[
l(T^n(\gamma^s)) \leq C\alpha^n \quad \text{and} \quad l(T^{-n}(\gamma^u)) \leq C\alpha^n.
\]
Moreover, the intersection of a stable curve with an unstable curve contains at most one point.

Following Young [18], we can construct an extension \( (\tilde{M}_d, \tilde{\nu}_d, \tilde{T}_d) \) of \( (M, \nu, T_d) \) (for some integer \( d \geq 1 \)) and a factor \( (\hat{M}_d, \hat{\nu}_d, \hat{T}_d) \) of \( (\tilde{M}_d, \tilde{\nu}_d, \tilde{T}_d) \) for which the transfer operator has “good” spectral properties on some functional space. The idea of the proof of the strong decorrelation property given in Proposition 4.2.1 is to prove an analogous result for \( (M, \nu, T_d) \) using these constructions. We shall establish these results after having briefly recalled the method of construction of these dynamical systems and stressing on the properties that shall be useful for our purpose. We recall the notions of extension and factor.

Definition. Let \( (\Omega_0, \mu_0, \theta_0) \) and \( (\Omega_1, \mu_1, \theta_1) \) be two dynamical systems. The system \( (\Omega_1, \mu_1, \theta_1) \) is said to be an extension of \( (\Omega_0, \mu_0, \theta_0) \) by the map \( \pi : \Omega_1 \to \Omega_0 \) if:

- the map \( \pi \) is measurable;
- \( \mu_0 \) is the image measure of \( \mu_1 \) by \( \pi \), i.e. \( \mu_0(A) = \mu_1(\pi^{-1}(A)) \) for any measurable subset \( A \) of \( \Omega_0 \);
- we have: \( \pi \circ \theta_1 = \theta_0 \circ \pi \).

We also say that \( (\Omega_0, \mu_0, \theta_0) \) is the factor of \( (\Omega_1, \mu_1, \theta_1) \) by \( \pi \).

An extension of \( (M, \nu, T) \)

Definition. We call rectangle of \( M \) a measurable subset \( A \) of \( M \) of the following form:
\[
A = \left( \bigcup_{\gamma^s \in \Gamma_A} \gamma^s \right) \cap \left( \bigcup_{\gamma^u \in \Gamma_A^u} \gamma^u \right),
\]
where \( \Gamma_A \) is a family of stable curves and \( \Gamma_A^s \) a family of unstable curves and such that \( \gamma^s \cap \gamma^u \neq \emptyset \), for any \( (\gamma^s, \gamma^u) \in \Gamma_A^s \times \Gamma_A^u \).

Let a rectangle \( A \) of \( M \) be given. We call \( s \)-sub-rectangle of \( A \) a rectangle \( B \) of the following form:
\[
B = \left( \bigcup_{\gamma^s \in \Gamma_B^s} \gamma^s \right) \cap \left( \bigcup_{\gamma^u \in \Gamma_B^u} \gamma^u \right),
\]
with \( \Gamma_B^s \) contained in \( \Gamma_A^s \). We call \( u \)-sub-rectangle of \( A \) a rectangle \( C \) of the following form:
\[
C = \left( \bigcup_{\gamma^s \in \Gamma_C^s} \gamma^s \right) \cap \left( \bigcup_{\gamma^u \in \Gamma_C^u} \gamma^u \right),
\]
with \( \Gamma_C^u \) contained in \( \Gamma_A^u \).

In [18], Young gives the construction of a rectangle \( \Lambda = \left( \bigcup_{\gamma^s \in \Gamma^s} \gamma^s \right) \cap \left( \bigcup_{\gamma^u \in \Gamma^u} \gamma^u \right) \) contained in \( \mathcal{N} \) (where \( \Gamma^s \) is a family of stable curves contained in \( M \setminus R_1 \) and \( \Gamma^u \) a family of unstable curves contained in \( M \setminus R_{n-1} \)) endowed with a return time \( R(\cdot) \) in \( \Lambda \) under the action of \( T \) and of a (countable) \( \nu \)-essential partition \( \{A_i\}_{i \geq 0} \).
of a in s-sub-rectangles satisfying (in particular) the following:
- R is equal to a constant $r_i$ on each $\Lambda_i$;
- for any $x \in \Lambda$, we have:
  \[ T^R(x) (\gamma^s(x)) \subseteq \gamma^s \left( T^R(x) \right) \quad \text{and} \quad T^R(x) (\gamma^u(x)) \supseteq \gamma^u \left( T^R(x) \right); \]
- for any $i \geq 0$, $T^i(\Lambda_i)$ is a u-sub-rectangle of $\Lambda$;
- $\Lambda_i$ is contained in a connected component of $M \setminus R_{r_i,0}$.

Then, she constructs a Borel probability measure $\tilde{\mu}$ on $\Lambda$, $T^R(\cdot)$-invariant, such that $E_{\tilde{\mu}}[R] < +\infty$ and such that the “dynamical suspension system” $\left( \tilde{M}_1, \tilde{\nu}_1, \tilde{T}_1 \right)$ over $(\Lambda, \tilde{\mu}, T^R(\cdot))$ defined by the function $R(\cdot)$ as follows is an extension of $(M, \nu, T)$ by $\tilde{\pi}_1 : M_1 \to M$ given by $\tilde{\pi}_1(x,l) = T^l(x)$:
- $\tilde{M}_1 := \{(x,l) : x \in \Lambda, 0 \leq l \leq R(x) - 1 \}$;
- $\tilde{T}_1(x,l) = (x,l+1)$ if $l < R(x) - 1$ and $\tilde{T}_1(x,l) = (T^R(x),0)$ if $l = R(x) - 1$;
- $\tilde{\nu}_1 \left( \bigcup_{i \geq 0} A_i \times \{l\} \right) = \frac{\sum_{l=1}^{R(x)} \tilde{\mu}(A_l)}{E_{\tilde{\mu}}[R]}$, where, for each $l$, $A_l$ is a measurable subset of $\{R > l \}$.

A partition

We define $i_l : \{x \in \Lambda : R(x) > l\} \to \Delta_l$ by $i_l(x) = (x,l)$. Young gives the construction of a partition $\mathcal{D} = \{\Delta_{i,j} ; l \geq 0, j = 1, \ldots, j_l \}$ where $\{\Delta_{i,j}\}$ is a finite partition of the $l$th “store” $\Delta_l := \{(x,l') \in \tilde{M}_1 ; l' = l \}$ satisfying the following properties:

**Properties A.3.**

1. $j_0 = 1$ and $\Delta_{0,1} = \Delta_0 = \Lambda \times \{0\}$;
2. each $i_l^{-1}(\Delta_{i,j})$ is a s-sub-rectangle of $\Lambda$, union of $\Lambda_i$;
3. for any $l \geq 0$, $\{i_l^{-1}(\Delta_{i,j}); j = 1, \ldots, j_l \}$ is a partition of $\{R > l + 1\}$ finer than the one induced by $i_l^{-1}(\Delta_{i,j}); j' = 1, \ldots, j'_l$;
4. for any $x,y$ in $i_l^{-1}(\Delta_{i,j})$ and in a same unstable curve, there exists an unstable curve containing $x$ and $y$ and contained in $M \setminus R_{l,0}$;
5. if $\tilde{T}_{1}^{-1}(\Delta_0) \cap \Delta_{i,j} \neq \emptyset$, then there exists an integer $i \geq 0$ such that $\tilde{T}_{1}^{-1}(\Delta_0) \cap \Delta_{i,j} = \Lambda_i \times \{r_i - 1\}$.

For any $X,Y \in \tilde{M}_1$, we define the separation time $s(X,Y)$ between $X$ and $Y$ as follows:

\[ s(X,Y) := \max \left\{ n \geq 0 : \tilde{T}^n(X) \in \mathcal{D} \left( \tilde{T}^n(X) \right) \right\}. \]

The following fact shall be useful in our proof:

**Fact A.4.** Let $n \geq 0$ be an integer. Let $X$ and $Y$ be two points in $\tilde{M}_1$ such that $s(X,Y) \geq n$. Then, the intersection point $z$ of the curves $\gamma^s(\tilde{\pi}_1(X))$ and $\gamma^u(\tilde{\pi}_1(Y))$ exists. Moreover, $T^n(z)$ and $\tilde{T}^n(z)$ are both contained in a same unstable curve.

Let us write $d := \gcd(r_i)$. 

An extension of \((M, \nu, T)\)

We can show that the dynamical system \(\left(\tilde{M}_d, \tilde{\nu}_d, \tilde{T}_d\right)\), defined as follows, is an extension of \((M, \nu, T^d)\) by \(\tilde{\pi}_d := \tilde{\pi}_1[\tilde{M}_d]\

- \(\tilde{M}_d := \bigcup_{t \geq 0} \Delta_{t,d}\)
- \(\tilde{\mu}_d := (\tilde{\nu}_1)[\tilde{M}_d]\) and \(\tilde{\nu}_d := d\tilde{\mu}_d\) is the probability measure proportional to \(\tilde{\mu}_d\)
- \(\tilde{T}_d := \tilde{T}_1[\tilde{M}_d]\)

A factor with a quasicompact transfer operator

We consider the factor \(\left(\tilde{M}_d, \tilde{\nu}_d, \tilde{T}_d\right)\) of \(\left(M, \nu, T\right)\) given by the canonical projection \(\tilde{\pi}_d : \tilde{M}_d \rightarrow \tilde{M}_d\), where \(\tilde{M}_d\) is the set of the \(\mathcal{R}\)-classes of \(\tilde{M}_d\), for the binary relation \(\mathcal{R}\) defined on \(\tilde{M}_d\) by:

\[(x, l)\mathcal{R}(x', l') \iff l = l' \text{ and } x, x' \text{ are in a same } \gamma^s \in \Gamma^s.\]

Young defines a natural measure \(\tilde{m}\) on \(\tilde{M}_d\) such that \(\tilde{\nu}_d\) is absolutely continuous relatively to \(\tilde{m}\) and such that the density \(\tilde{\rho} := \frac{d\tilde{\mu}_d}{d\tilde{m}}\) satisfies:

- \(c_0^{-1} \leq \tilde{\rho} \leq c_0\), for some real number \(c_0 > 1\);
- \(|\tilde{\rho}(\hat{x}) - \tilde{\rho}(\hat{y})| \leq c_1 \alpha_0(\tilde{\rho}(\hat{x}) \tilde{\rho}(\hat{y})\), for some real numbers \(c_1 > 0\) and \(\alpha_0\in[0; 1]\);

with \(\tilde{s}(\tilde{\pi}_d(\hat{x}), \tilde{\pi}_d(\hat{y})) = s(x, y)\). We shall write \(\tilde{\Delta}_{t,d} := \tilde{\pi}_d(\Delta_{t,d})\) and \(\tilde{\Delta}_{t,d,j} := \tilde{\pi}_d(\Delta_{t,d,j})\). Let us fix \(\alpha_0 := \max(\alpha, \alpha_0)\). For any real numbers \(\beta \in [0; 1]\) and \(\varepsilon > 0\), we define the functional space \(\mathcal{V}_{(\beta, \varepsilon)}\) as follows:

\[\mathcal{V}_{(\beta, \varepsilon)} := \left\{ f : \tilde{M}_d \rightarrow \mathbb{C} \text{ measurable, } ||f||_{\mathcal{V}_{(\beta, \varepsilon)}} < +\infty \right\},\]

where \(||f||_{\mathcal{V}_{(\beta, \varepsilon)}} := ||f||_{\mathcal{V}_{(\beta, \varepsilon), 0}} + ||f||_{\mathcal{V}_{(\beta, \varepsilon), 1}}\), with

- \(||f||_{\mathcal{V}_{(\beta, \varepsilon), 0}} := \sup_{t \geq 0} ||f_{\tilde{\Delta}_{t,d}}||_{\infty} e^{-t.L.d.\varepsilon}\)
- \(||f||_{\mathcal{V}_{(\beta, \varepsilon), 1}} := \sup \frac{\sup_{t \geq 0; j=1, \ldots, J} \left| f(\hat{x}) - f(\hat{y}) \right|}{\beta^j \left| \tilde{\rho}(\hat{x}) \tilde{\rho}(\hat{y}) \right|} e^{-t.L.d.\varepsilon}\).

The transfer operator associated to \(\tilde{T}_d\) relatively to \(\tilde{m}\) shall be written \(P\). Young shows that we can find two real numbers \(\beta \in [\alpha_1; 1]\) and \(\varepsilon_0 > 0\) such that, for any real number \(\varepsilon \in [0; \varepsilon_0]\), the three following points hold:

- there exists a real \(C_0 > 0\) satisfying \(\|f\|_{L^1(\tilde{m})} \leq C_0 \|f\|_{\mathcal{V}_{(\beta, \varepsilon)}}\);
- there exist two real numbers \(\tau_1 \in [0; 1]\) and \(C_1 > 0\) such that, for any integer \(n \geq 0\) and for any \(f \in \mathcal{V}_{(\beta, \varepsilon)}\) satisfying \(\int_{\tilde{M}_d} f \, d\tilde{m} = 0\), we have

\[\|P^n f\|_{\mathcal{V}_{(\beta, \varepsilon)}} \leq C_1 \tau_1^n \|f\|_{\mathcal{V}_{(\beta, \varepsilon)}};\]

- we have \(P(\hat{f})(\hat{z}) = \sum \xi_{T_d(\hat{y})=\hat{x}} \xi(\hat{z}) \hat{f}(\hat{z})\), with \(\log \xi(\hat{x}) \xi(\hat{y}) \leq C_2 \alpha_1 \tilde{s}(\hat{x}, \hat{y})^{-1}\), for any \(\hat{x}\) and \(\hat{y}\) in a same \(\tilde{\Delta}_{t,j}\).
APPENDIX B. PROOF OF THE STRONG DECORRELATION PROPERTY FOR BILLIARD TRANSFORMATION

An exponential rate of decorrelation for \((M, \nu, T)\)

**Theorem B.1.** Let \(\kappa \in ]0, 1[\) be a real number. There exists a constant \(L_{\eta, \kappa} > 0\) such that, for any integers \(\tilde{m}_1, \tilde{m}_2\), any functions \(\phi\) and \(\psi\) in \(\mathcal{H}_{\eta, \tilde{m}_1, d}\) and in \(\mathcal{H}_{\eta, \tilde{m}_2, d}\) respectively and any integer \(n \geq 0\), we have

\[
|\text{Cov}_\nu(\phi, \psi \circ T^{n,d})| \leq L_{\eta} \left( \|\phi\|_\infty C_\psi + C_\phi \|\psi\|_\infty + \|\phi\|_\infty \|\psi\|_\infty \right) \tau_0^{n - \frac{\tilde{m}_1}{2}\kappa},
\]

with \(\tau_0 := \max \left( \alpha^{\kappa\eta, d}, \tau_1^{1-2\kappa} \right)\).

Before establishing this result, we give the idea of its proof. We shall suppose \(n(1-2\kappa) \geq \tilde{m}_1\) and shall show how the study of \(\text{Cov}_\nu(\phi, \psi \circ T^{n,d})\) leads us, after approximations, to the study of a quantity of the form \(E_{\tilde{m}_1} \left[ f \circ \tilde{T}_d^n \right]\), where \(f\) and \(\tilde{g}\) are two bounded functions defined on \(M_d\) such that \(P^{n_1} \tilde{f}\) is \(\tilde{m}\)-centered and is in \(\mathcal{V}_{(\beta, \epsilon)}\) with \(n_1 = 2[\kappa n] + \tilde{m}_1\). Therefore, we shall get:

\[
\left| E_{\tilde{m}_1} \left[ f \circ \tilde{T}_d^n \right] \right| = \left| E_{\tilde{m}_1} \left[ P^{n_1} \tilde{f} \circ \tilde{g} \right] \right| \leq \|\tilde{g}\|_\infty \left\| P^{n_1} (\tilde{f}) \right\|_{L_1} \\
\leq \|\tilde{g}\|_\infty C_0 \left\| P^{n_1} (\tilde{f}) \right\|_{\mathcal{V}_{(\beta, \epsilon)}} \leq \|\tilde{g}\|_\infty C_0 C_1 \tau_1^{n-n_1} \left\| P^{n_1} (\tilde{f}) \right\|_{\mathcal{V}_{(\beta, \epsilon)}} .
\]

**Proof.** Let \(\tilde{m}_1, \tilde{m}_2, \kappa, \phi\) and \(\psi\) be as in the statement of the theorem. If \(n(1-2\kappa) < \tilde{m}_1\), then we have

\[
|\text{Cov}_\nu(\phi, \psi \circ T^{n,d})| \leq \|\phi\|_\infty \|\psi\|_\infty \leq \|\phi\|_\infty \|\psi\|_\infty \tau_0^{n - \frac{\tilde{m}_1}{2}\kappa}.
\]

In the following, we shall suppose \(n(1-2\kappa) \geq \tilde{m}_1\). We denote \(k = k_n := [\kappa n]\). We have \(n \geq \kappa n + \tilde{m}_1 \geq 2\kappa + \tilde{m}_1\). Therefore

\[
|\text{Cov}_\nu(\phi, \psi \circ T^{n,d})| = \left| \text{Cov}_{\nu_d} \left( \phi \circ \tilde{T}_d^k, (\psi \circ \tilde{T}_d^k) \circ \tilde{T}_d^n \right) \right|,
\]

with \(\tilde{\phi} := \phi \circ \tilde{T}_d^k\) and \(\tilde{\psi} := \psi \circ \tilde{T}_d^k\). So, we have \(|\text{Cov}_\nu(\phi, \psi \circ T^{n,d})| \leq A_n + B_n + C_n\), with \(A_n\), \(B_n\) and \(C_n\) defined as follows:

1. we write \(A_n := |\text{Cov}_{\nu_d} \left( \tilde{\phi} \circ \tilde{T}_d^k, (\tilde{\psi} \circ \tilde{T}_d^k) \circ \tilde{T}_d^n \right) - \text{Cov}_{\nu_d} \left( \tilde{\phi} \circ \tilde{T}_d^k, \tilde{\psi} \circ \tilde{T}_d^n \right) |\) where \(\tilde{\psi}_k(x)\) is the infimum of \(\psi \circ \tilde{T}_d^k = \psi \circ T^{kd} \circ \tilde{T}_d^k\) on the atom of \(\mathcal{M}_{2k+\tilde{m}_2}\) containing \(x\), where we have written

\[
\mathcal{M}_{2k+\tilde{m}_2} := \left\{ \left( \frac{2k+\tilde{m}_2}{d} \right)^{\mathcal{V}_{i=0} \tilde{T}_d^{i}} \right\}_{|\tilde{M}_d}.
\]

We shall use the regularity of \(\tilde{\psi}\) to get an upper-bound for \(A_n\). We recall that, by hypothesis, \(x \mapsto \psi(x)\) is Hölderian of order \(\eta\) in \((x, T(x), ..., T^{m_2,d}(x))\). Moreover, we shall see that each atom of \(T^{kd+j}(\tilde{T}_d(\mathcal{M}_{2k+\tilde{m}_2}))\) (for \(j = 0, ..., \tilde{m}_2\)) is contained in a connected component of \(M \setminus R_{-s_j, \phi}\) and has a diameter less than \(2C_\alpha^{kd}\), with \(s_j := (2k+\tilde{m}_2)d - (kd+j)\geq kd\). Indeed, let \(Y_1\) and \(Y_2\) be two points in a same atom of \(\mathcal{M}_{2k+\tilde{m}_2}\). Then, we have \(s(Y_1, Y_2) \geq 2k + \tilde{m}_2\). Therefore, according to Fact A.4, the intersection point \(y_3\) of \(\gamma^\nu(\tilde{T}_d(Y_1))\) with \(\gamma^\nu(\tilde{T}_d(Y_2))\) exists. Since \(y_3\) and \(\tilde{T}_d(Y_2)\) are both contained in a same stable curve and according to Proposition A.2, we have

\[
d \left( T^{kd+j}(y_3), T^{kd+j}(\tilde{T}_d(Y_2)) \right) \leq C\alpha^{kd+j} \leq C\alpha^{kd}.
\]
Moreover, according to Fact A.4, $T^{(2k+\tilde{m}_2)}(y_3)$ and $T^{(2k+\tilde{m}_2)}(\bar{\pi}_1(Y_1))$ are both contained in a same unstable curve. So we have:

$$d \left( T^{kd+j}(y_3), T^{kd+j}(\bar{\pi}_d(Y_1)) \right) \leq C\alpha^{s_j} \leq C\alpha^{kd}. $$

As $\psi$ is in $\mathcal{H}_q,\tilde{m}_d$, according to the foregoing, we have

$$\left\| \psi \circ \hat{T}_d^k - \hat{\psi}_k \right\|_\infty \leq C\psi \left( 2C\alpha^{kd} \right)^n \leq K_\eta C\psi \tau_0^n;$$

with $K_\eta := (2C)^n \alpha^{-nd}$. We get

$$A_n \leq \| \phi \|_\infty \left\| \psi \circ \hat{T}_d^k - \hat{\psi}_k \right\|_\infty \leq K_\eta \| \phi \|_\infty C\psi \tau_0^n. $$

2. We write $B_n := \left| Cov_{\mathcal{L}_d} \left( \phi \circ \hat{T}_d^k, \psi \circ \hat{T}_d^k \right) - Cov_{\mathcal{L}_d} \left( \hat{\phi}_k, \hat{\psi}_k \circ \hat{T}_d^k \right) \right|$ where $\hat{\phi}_k(x)$ is the infimum of $\hat{\phi} \circ \hat{T}_d^k$ on the atom of $\mathcal{M}_{2k+\tilde{m}_1} := \left( \bigvee_{l=0}^{2k+\tilde{m}_1} \bar{T}_1^{-l}(D) \right)_{\bigvee \mathcal{M}_d}$ containing $x$. As previously, we can show that we have

$$B_n \leq K_\eta C_0 \| \psi \|_\infty \tau_0^n.$$

3. We shall now give an upper bound for the following quantity:

$$C_n := \left| Cov_{\mathcal{L}_d} \left( \hat{\phi}_k, \hat{\psi}_k \circ \hat{T}_d^k \right) \right|$$

$$= \left| \int_{\mathcal{M}_d} \hat{\psi}_k \circ \hat{T}_d^k \hat{\phi}_k \frac{d\nu_d}{d\nu_d} - \int_{\mathcal{M}_d} \hat{\phi}_k \frac{d\nu_d}{d\nu_d} \int_{\mathcal{M}_d} \hat{\psi}_k \frac{d\nu_d}{d\nu_d} \right|$$

$$= \left| \int_{\mathcal{M}_d} \hat{\psi}_k \circ \hat{T}_d^k \hat{\phi}_k \frac{d\nu_d}{d\nu_d} - \int_{\mathcal{M}_d} \hat{\phi}_k \frac{d\nu_d}{d\nu_d} \int_{\mathcal{M}_d} \hat{\psi}_k \frac{d\nu_d}{d\nu_d} \right| ,$$

where we also write $\hat{\phi}_k$ the map $\hat{\phi}_k \circ \hat{\pi}_1^{\ominus 1}$,

$$\leq \left| \int_{\mathcal{M}_d} \hat{\psi}_k \cdot P^n(\hat{\phi}_k \hat{\rho}) \frac{d\mu}{d\mu} - \int_{\mathcal{M}_d} \hat{\phi}_k \frac{d\mu}{d\mu} \int_{\mathcal{M}_d} \hat{\psi}_k \frac{d\mu}{d\mu} \right|$$

$$\leq \left| \left\| \| \psi \|_\infty C_0 \right\| P^n(\hat{\phi}_k \hat{\rho}) - \left( \int_{\mathcal{M}_d} \hat{\phi}_k \hat{\rho} \frac{d\mu}{d\mu} \hat{\rho} \right) \right\|_{\mathcal{V}(b,c)}$$

$$\leq \left| \left\| \psi \|_\infty C_0 C_1 \tau_1 \left( 2k+\tilde{m}_1 \right) \left\| P^{2k+\tilde{m}_1} \left( \left( \hat{\phi}_k - \int_{\mathcal{M}_d} \hat{\phi}_k \frac{d\mu}{d\mu} \hat{\rho} \right) \hat{\rho} \right) \right\|_{\mathcal{V}(b,c)} ,$$

since $\left( \hat{\phi}_k - \int_{\mathcal{M}_d} \hat{\phi}_k \frac{d\mu}{d\mu} \hat{\rho} \right) \hat{\rho}$ is $\tilde{m}$-centered and we shall see that $P^{2k+\tilde{m}_1} \left( \hat{\phi}_k \hat{\rho} \right)$ is in $\mathcal{V}(b,c)$. Let $l \geq 0$ and $j = 1, \ldots, j_d$ be two integers. We denote by $A_{l,d,j}$ the set of atoms $A$ of $\mathcal{M}_{2k+\tilde{m}_1} := \tilde{\pi}_d (\mathcal{M}_{2k+\tilde{m}_1})$ such that $\bar{T}_d^{2k+\tilde{m}_1} \left( A \right) \subseteq \tilde{\Delta}_{l,d,j}$. Let $A$ be an atom of $A_{l,d,j}$. Then, the map $\tilde{T}_d^{2k+\tilde{m}_1}$ defines a one-to-one one map from $A$ onto $\tilde{\Delta}_{l,d,j}$. Indeed, point 5 of Properties A.3, the fact that each $\Lambda_i$ is a $u$-sub-rectangle and that $T^{u} (\Lambda_i)$ is a $w$-sub-rectangle insure us that $\tilde{T}_d$ defines a one-to-one one map from each $\tilde{B}$ (in $\tilde{\pi}_d \left( \bigvee_{l=0}^{2k+\tilde{m}_1} \tilde{T}_1^{-l}(D) \right)$) and such that $\tilde{T}_d (\tilde{B}) \subseteq \tilde{\Delta}_0$) onto $\tilde{\Delta}_0$. We denote by $\tilde{T}_{(A,d)}^{(2k+\tilde{m}_1)}$ the inverse map of $\left( \tilde{T}_d^{2k+\tilde{m}_1} \right)_{\mid A}$. We notice
that, for any \( \hat{x} \in \Delta_{l,d,j} \), we have

\[
P^{2k+\tilde{m}_1}(\hat{f})(\hat{x}) = \sum_{A \in A_{l,d,j}} \xi_A(\hat{x}) \hat{f} \left( \tilde{T}_{(A,d)}^{-(2k+\tilde{m}_1)}(\hat{x}) \right),
\]

where \( \xi_A(\hat{x}) := \prod_{j=0}^{2k+\tilde{m}_1-1} \xi \left( \tilde{T}_{(A,d)}^{j} \right) \). Since we have \( P(\hat{\rho}) = \hat{\rho} \), \( \xi_A \geq 0 \) and \( \hat{\rho} \geq 0 \), we have

\[
\left\| \hat{\rho}^{2k+\tilde{m}_1}(\hat{\rho}^{(A)} \hat{x}) \left( \hat{\rho}^{2k+\tilde{m}_1}(\hat{\rho}^{(A)} \hat{x}) - \xi_A(\hat{x}) \hat{f} \left( \tilde{T}_{(A,d)}^{-(2k+\tilde{m}_1)}(\hat{x}) \right) \right) \right\|_{(\beta,\varepsilon,\infty)} = \sup_{l,j} \left\| \hat{\rho}^{2k+\tilde{m}_1}(\hat{\rho}^{(A)} \hat{x}) - \xi_A(\hat{x}) \hat{f} \left( \tilde{T}_{(A,d)}^{-(2k+\tilde{m}_1)}(\hat{x}) \right) \right\|_{\infty} e^{-\beta l d}
\]

\[
\leq \sup_{l,j} \sup_{\tilde{x},\tilde{y} \in \Delta_{l,d,j}} \| \xi_A(\tilde{x}) \hat{f} \left( \tilde{T}_{(A,d)}^{-(2k+\tilde{m}_1)}(\tilde{x}) \right) \|_{(\beta,\varepsilon,\infty)} e^{-\beta l d}
\]

According to the foregoing, for any \( \hat{x}, \hat{y} \in \Delta_{l,j} \), we have

\[
\left\| \hat{\rho}^{2k+\tilde{m}_1}(\hat{\rho}^{(A)} \hat{x}) \left( \hat{\rho}^{2k+\tilde{m}_1}(\hat{\rho}^{(A)} \hat{x}) - \xi_A(\hat{y}) \hat{f} \left( \tilde{T}_{(A,d)}^{-(2k+\tilde{m}_1)}(\hat{y}) \right) \right) \right\|_{(\beta,\varepsilon,\infty)} = \sup_{l,j} \left\| \hat{\rho}^{2k+\tilde{m}_1}(\hat{\rho}^{(A)} \hat{x}) - \xi_A(\hat{y}) \hat{f} \left( \tilde{T}_{(A,d)}^{-(2k+\tilde{m}_1)}(\hat{y}) \right) \right\|_{\infty} e^{-\beta l d}
\]

\[
\leq \sup_{l,j} \sup_{\tilde{x},\tilde{y} \in \Delta_{l,d,j}} \| \xi_A(\tilde{x}) \hat{f} \left( \tilde{T}_{(A,d)}^{-(2k+\tilde{m}_1)}(\tilde{x}) \right) \|_{(\beta,\varepsilon,\infty)} e^{-\beta l d}
\]

\[
\leq (C_1' + c_1 + c_1 C_1') \sup_{l,j} \sup_{\tilde{x},\tilde{y} \in \Delta_{l,d,j}} \| \xi_A(\tilde{x}) \hat{f} \left( \tilde{T}_{(A,d)}^{-(2k+\tilde{m}_1)}(\tilde{x}) \right) \|_{(\beta,\varepsilon,\infty)} e^{-\beta l d}
\]

\[
\leq (C_1' + c_1 + c_1 C_1') \sup_{l,j} \sup_{\tilde{x},\tilde{y} \in \Delta_{l,d,j}} \| \xi_A(\tilde{x}) \hat{f} \left( \tilde{T}_{(A,d)}^{-(2k+\tilde{m}_1)}(\tilde{x}) \right) \|_{(\beta,\varepsilon,\infty)} e^{-\beta l d}
\]

In particular, we have shown that \( P^{2k+\tilde{m}_1}(\hat{\rho}^{(A)} \hat{x}) \) is in \( V_{(\beta,\varepsilon)} \).

According to the foregoing, \( |C_{\infty}(\psi, \psi \circ T^{nd})| \) is less than:

\[
K_\eta(\| \psi \|_\infty C_\psi + C_\psi \| \psi \|_\infty) \tau_0^n + C_0 C_1 (C_1' + c_1 + c_1 C_1') c_0 \tau_1 (1 - 2\eta) n^{-\tilde{m}_1} \| \phi \|_\infty \| \psi \|_\infty
\]

\[
\leq K_\eta(\| \psi \|_\infty C_\psi + C_\psi \| \psi \|_\infty) \tau_0^n + C_0 C_1 (C_1' + c_1 + c_1 C_1') c_0 \tau_0 n^{-\tilde{m}_1} \| \phi \|_\infty \| \psi \|_\infty.
\]

\[ \square \]
End of the proof of proposition 4.2.1

Proposition 4.2.1 is an easy consequence of the following result (with \( r = \frac{1}{1-\varepsilon} \)).

**Corollary B.2.** Let \( m_1, m_2 \geq 0 \) be two integers and \( \kappa \in [\frac{1}{2}; 1] \) be a real number. For any functions \( \phi \) and \( \psi \) in \( \mathcal{H}_{\eta, m_1} \) and in \( \mathcal{H}_{\eta, m_2} \) respectively and any integer \( n \geq 0 \), we have

\[
\left| \text{Cov}_\nu (\phi, \psi \circ T^n) \right| \leq C_{\eta, \kappa} \left( \| \phi \|_\infty C_\psi + C_\phi \| \psi \|_\infty + \| \phi \|_\infty \| \psi \|_\infty \right) \tau_0^{n-m_2},
\]

with \( \tau_0 := \max \left( \alpha_1^{-1}, \eta^{-1} \right) = \tau_0^\frac{k}{2} \) et \( C_{\eta, \kappa} := \min \left( L_{\eta, \kappa}, \tau_0^{-\frac{d+1}{2}} \right) \).

**Proof.** For any integer \( l = 0, \ldots, d - 1 \), we apply the foregoing to the couple \( (\phi, \psi \circ T^l) \). Indeed, \( \phi \) is in \( \mathcal{H}_{\eta, m_1} \) so in \( \mathcal{H}_{\eta, [\frac{d-1}{d}]_l} \) with \( C_{\phi} \leq C_{\phi, m_1} \). On the other hand, \( \psi \circ T^l \) is in \( \mathcal{H}_{\eta, [\frac{d-1}{d}]_l} \) with \( C_{\psi, \phi \circ T^l} \leq C_{\psi, m_2} \). Consequently, for any integer \( k \geq 0 \), we have:

\[
\left| \text{Cov}_\nu (\phi, \psi \circ T^{kd+l}) \right| = \left| \text{Cov}_\nu (\phi, (\psi \circ T^l) \circ T^{kd}) \right|
\]

\[
\leq L_{\eta, \kappa} \left( \| \phi \|_\infty C_\psi + C_\phi \| \psi \|_\infty + \| \phi \|_\infty \| \psi \|_\infty \right) \tau_0^{kd} \tau_0^{-\frac{m_1+d}{2}}
\]

\[
\leq L_{\eta, \kappa} \left( \| \phi \|_\infty C_\psi + C_\phi \| \psi \|_\infty + \| \phi \|_\infty \| \psi \|_\infty \right) \tau_0^{kd} \tau_0^{-\frac{m_1+d}{2}}
\]

\[
\leq L_{\eta, \kappa} \left( \| \phi \|_\infty C_\psi + C_\phi \| \psi \|_\infty + \| \phi \|_\infty \| \psi \|_\infty \right) \tau_0^{kd} \tau_0^{-\frac{m_1+d}{2}}.
\]

**APPENDIX C. Sketch of the proof of the martingale approximations**

In this section, we only give the ideas of adaptations to do to [18] in order to prove Theorem 5.3.6 and the following result (details of are done in Chap. 4 of [14]).

**Theorem C.1.** Let a \( \nu \)-centered function \( f : M \to \mathbb{R} \) in \( \mathcal{H}_{\eta, m_0} \) be given.

There exist an invertible extension \( \left( \hat{M}, \hat{\nu}, \hat{T} \right) \) of \( (M, \nu, T) \) given by \( \hat{\pi} : \hat{M} \to M \) and two real valued functions \( \hat{G}_1, \hat{H}_1 \) belonging to all \( L^p \left( \hat{M}, \hat{\nu} \right) \) (with \( p \) in \( [1; +\infty[ \)) such that the following equality holds \( \hat{\nu} \)-almost surely:

\[
f \circ \hat{\pi} = \hat{G}_1 + \hat{H}_1 \circ \hat{T},
\]

the function \( \hat{G}_1 \) generating a sequence of reversed martingale differences in \( \left( \hat{M}, \hat{\nu}, \hat{T} \right) \), i.e. satisfying

\[
\mathbb{E}_{\hat{\nu}} \left[ \hat{G}_1 \left| \hat{G}_1 \circ \hat{T}^k, k \geq 1 \right. \right] = 0.
\]

There exists an invertible extension \( \left( \hat{M}_2, \hat{\nu}_2, \hat{T}_2 \right) \) of \( (M, \nu, T) \) given by \( \hat{\pi}_2 : \hat{M}_2 \to M \) and two real valued functions \( \hat{G}_2, \hat{H}_2 \) belonging to all \( L^p \left( \hat{M}_2, \hat{\nu}_2 \right) \) (with \( p \) in \( [1; +\infty[ \)) such that the following equality holds \( \hat{\nu}_2 \)-almost surely:

\[
f \circ \hat{\pi}_2 = \hat{G}_2 + \hat{H}_2 \circ \hat{T}_2,
\]

and such that the function \( \hat{G}_2 \) generates a sequence of martingale differences in \( \left( \hat{M}_2, \hat{\nu}_2, \hat{T}_2 \right) \), i.e. satisfies

\[
\mathbb{E}_{\hat{\nu}_2} \left[ \hat{G}_2 \left| \hat{G}_2 \circ (\hat{T}_2)^{-k}, k \geq 1 \right. \right] = 0.
\]
We notice that the fact that function $\hat{G}_2$ generates a sequence of martingale differences means that 
$\left(\sum_{k=l}^{l+n-1} \hat{G}_2 \circ \hat{T}_2^k \right)_{n \geq 1}$ is a $\hat{\nu}_2$-centered martingale (for any integer $l$). In the same way, the fact that $\hat{G}_1$ generates a sequence of reversed martingale differences means that 
$\left(\sum_{k=l}^{l+n-1} \hat{G}_1 \circ \hat{T}^{-k} \right)_{n \geq 1}$ is a $\hat{\nu}$-centered martingale (for any integer $l$).

**Reversed martingale**

We consider the factor $(\hat{M}_1, \hat{\nu}_1, \hat{T}_1)$ given by the canonical projection $\hat{\pi}_1 : \hat{M}_1 \to \hat{M}_1$, where $\hat{M}_1$ is the set of the $\mathcal{R}_1$-classes of $M_1$, for the binary relation $\mathcal{R}_1$ defined on $\hat{M}_1$ by:

$$(x, l) \mathcal{R}_1 (x', l') \iff l = l' \text{ and } x, x' \text{ are in a same } \gamma^s \in \Gamma^s.$$  

Let $(\hat{M}, \hat{\nu}, \hat{T})$ be the natural extension of $(\hat{M}_1, \hat{\nu}_1, \hat{T}_1)$ and $\hat{\pi} : \hat{M} \to \hat{M}_1$ be the canonical projection. Let $f : M \to \mathbb{R}$ be a $\nu$-centered function in $\mathcal{H}_\eta, m_0$ (with a real number $\eta \in ]0; 1]$ and an integer $m_0 \geq 0$). The dynamical system $(\hat{M}, \hat{\nu}, \hat{T})$ is an extension of $(M, \nu, T)$ by $\hat{\pi}_1 := \hat{\pi} \circ \hat{\pi}$. We denote $\hat{f} := f \circ \hat{\pi}_1$. Let $\hat{B}$ be the Borel $\sigma$-algebra of $\hat{M}$ and $\hat{B}$ its inverse image by $\hat{\pi}_1 \circ \hat{\pi}$. In [18], Young proves that, if $f$ is Hölder continuous, we have:

$$\sum_{j \geq 0} \left( \left\| \mathbb{E}_\nu \left[ \hat{f} \mid \hat{T}^j \left( \hat{B} \right) \right] - \hat{f} \right\|_{L^2(\hat{M}, \hat{\nu})} + \left\| \mathbb{E}_\nu \left[ \hat{f} \mid \hat{T}^{-j} \left( \hat{B} \right) \right] \right\|_{L^2(\hat{M}, \hat{\nu})} \right) < +\infty.$$  

From this and [8], she concludes that $\hat{f}$ is homologous, in $L^2 \left( \hat{M}, \hat{\nu}, \hat{T} \right)$ to a function generating a sequence of reversed martingale differences, i.e. there exists $g$ and $h$ in $L^2 \left( \hat{M}, \hat{\nu} \right)$ satisfying the following equation:

$$\hat{f} = g + h - h \circ \hat{T}, \quad \hat{\nu} - \text{a.e.}$$  

(2)

and such that $\mathbb{E}_\nu \left[ g \mid g \circ \hat{T}^k, \ k \geq 1 \right] = 0$. We recall quickly how she establishes (1) and explain briefly how her proof can be adapted to our purpose. Let $p \geq 2$ be a real number.

1. First, using the contraction property of stable curves, she proves that, if $f$ is Hölder continuous of order $\eta$, then for any integer $j \geq 0$, we have:

$$\left\| \mathbb{E}_\nu \left[ \hat{f} \mid \hat{T}^j \left( \hat{B} \right) \right] - \hat{f} \right\|_{L^\infty(\hat{M}, \hat{\nu})} \leq C^{(\eta)}_f C^j \eta,$$  

(3)

where $C^{(\eta)}_f$ is the Hölder coefficient of order $\eta$ of $f$. It is clear that (3) is still true with $C^{(\eta, m_0)}_f$ instead of $C^{(\eta)}_f$ if $f$ is in $\mathcal{H}_\eta, m_0$.

2. On the other hand, she notices that, for any integer $j \geq 0$, function $\mathbb{E}_\nu \left[ \hat{f} \mid \hat{T}^{-j} \left( \hat{B} \right) \right]$ is $\hat{B}$-measurable and, using the fact that we have $\| \cdot \|_{L^2(\hat{\nu}_\alpha)} \leq C_0 \cdot \| \nu_{(\alpha, \varepsilon)} \|_{(\alpha, \varepsilon)}$ (for any real number $\varepsilon \in ]0; \varepsilon_0]$), she gets, after calculations,

$$\sum_{j \geq 0} \left\| \mathbb{E}_\nu \left[ \hat{f} \mid \hat{T}^j \left( \hat{B} \right) \right] \right\|_{L^2(\hat{M}, \hat{\nu})} < +\infty.$$  

Her calculations can be done for $f$ in $\mathcal{H}_{\eta, m_0}$. Moreover, by choosing $\varepsilon > 0$ small enough such that we have $\| \cdot \|_{L^p(\hat{M}, \hat{\nu}_\varepsilon)} \leq D_{\nu} \| \nu_{(\alpha, \varepsilon)} \|$ for some constant $D_{\nu} > 0$, we deduce from her proof that there exist constants
$D_{\eta,m_0,p} > 0$ and $\theta_{\eta,m_0,p} \in [0;1]$ (independent of the real-valued and $\nu$-centered function $f \in \mathcal{H}_{\eta,m_0}$) such that, for any integer $j \geq 0$, we have:

$$\| \mathbb{E}_\nu [ f | T^j (\mathcal{B}) ] \|_{L^p(\mathcal{M}, \nu)} \leq D_{\eta,m_0,p} (\| f \|_\infty + C_f(\eta,m_0)) (\theta_{\eta,m_0,p})^j.$$ 

3. We conclude that we have:

$$\sum_{j \geq 0} \left( \| \mathbb{E}_\nu [ f | T^j (\mathcal{B}) ] - f \|_{L^p(\mathcal{M}, \nu)} + \| \mathbb{E}_\nu [ f | T^{-j} (\mathcal{B}) ] \|_{L^p(\mathcal{M}, \nu)} \right) < +\infty.$$

According to Gordin’s proof in [8], we conclude that functions $g$ and $h$ of (2) are in $L^p(\mathcal{M}, \nu)$.

**Direct martingale**

We define the **temporal symmetry** $S : \mathcal{M} \to \mathcal{M}$ by $S(q, \vec{v}) = (q, \vec{v}')$ with $\vec{v}' := 2(\vec{m}(q), \vec{v}) \vec{m}(q) - \vec{v}$ (cf. picture).

We notice that we have $S^{-1} = S$ and $T \circ S = S \circ T^{-1}$ (time reversing property). So, the dynamical system $(\mathcal{M}_2, \nu_2, T_2) := (\mathcal{M}, \nu, T^{-1})$ is an extension of $(\mathcal{M}, \nu, T)$ by $\hat{\pi}_2 := S \circ \hat{\pi}_1$. Moreover we notice that, for any function $f \in \mathcal{H}_{\eta,m_0}$, function $\phi \circ S \circ T^{m_0}$ is in $\mathcal{H}_{\eta,m_0}$ and that we have

$$\phi \circ \hat{\pi}_2 = \phi \circ S \circ \hat{\pi} = \phi \circ S \circ T^{m_0} \circ T^{-m_0} \circ \hat{\pi}_1 = (\phi \circ S \circ T^{m_0}) \circ \hat{\pi}_1 \circ T^{-m_0}.$$ 

Thus, according to the foregoing, we conclude that there exists $G$ and $H$ belonging to all spaces $L^p(\mathcal{M}, \nu)$ (with $p \geq 1$ be any real number) and satisfying:

$$\phi \circ \hat{\pi}_2 = G + H - H \circ \hat{T}, \ \nu - a.e.$$ 

and such that $\mathbb{E}_\nu \left[ G \left| G \circ (T_2)^{-k}, \ k \geq 1 \right. \right] = 0$, i.e. $\mathbb{E}_{\nu_2} \left[ G \left| G \circ (T_2)^{-k}, \ k \geq 1 \right. \right] = 0$. Moreover, we have $\phi \circ \hat{\pi}_2 = G + H_1 - H_1 \circ \hat{T}_2, \ \nu_2$-a.e., with $H_1 := -H \circ \hat{T}$.
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